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Abst ract
This docunent specifies Protocol |ndependent Milticast - Sparse Mde
(PIMSM. PIMSMis a nulticast routing protocol that can use the
underlying uni cast routing information base or a separate multicast-
capabl e routing information base. It builds unidirectional shared
trees rooted at a Rendezvous Point (RP) per group, and optionally
creates shortest-path trees per source.

Thi s docunent obsol etes RFC 2362, an Experinental version of Pl M SM
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1. Introduction

Thi s docunent specifies a protocol for efficiently routing nulticast
groups that may span wi de-area (and inter-domain) internets. This
protocol is called Protocol Independent Milticast - Sparse Mde
(PIMSM because, although it may use the underlying unicast routing
to provide reverse-path information for nulticast tree building, it
is not dependent on any particular unicast routing protocol.

PIMSMversion 2 was originally specified in RFC 2117 and was revi sed
in RFC 2362, both Experimental RFCs. This docunent is intended to
obsol ete RFC 2362, to correct a nunber of deficiencies that have been
identified with the way PI M SM was previously specified, and to bring
PIMSMonto the | ETF Standards Track. As far as possible, this
docunent specifies the sane protocol as RFC 2362 and only diverges
fromthe behavior intended by RFC 2362 when the previously specified
behavi or was clearly incorrect. Routers inplenented according to the
specification in this docunent will be able to interoperate
successfully with routers inplenented according to RFC 2362.

2. Terninol ogy

In this docunent, the key words "MJST", "MJST NOT", "REQU RED",
"SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY",
and "OPTIONAL" are to be interpreted as described in RFC 2119 [1] and
i ndi cate requirement levels for conpliant Pl M SM i npl enentati ons.

2.1. Definitions
The followi ng terns have special significance for Pl M SM

Rendezvous Point (RP):
An RP is a router that has been configured to be used as the
root of the non-source-specific distribution tree for a
mul ticast group. Join nessages fromreceivers for a group are
sent towards the RP, and data from senders is sent to the RP so
that receivers can discover who the senders are and start to
receive traffic destined for the group.

Desi gnated Router (DR):
A shared-nedi a LAN | i ke Ethernet may have nultiple Pl M SM
routers connected to it. A single one of these routers, the
DR, will act on behalf of directly connected hosts with respect
to the PIMSM protocol. A single DRis elected per interface
(LAN or otherw se) using a sinple election process.
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MRIB Muilticast Routing Information Base. This is the nulticast
topol ogy table, which is typically derived fromthe unicast
routing table, or routing protocols such as Miltiprotocol BGP
(MBGP) that carry nulticast-specific topology information. In
PIMSM the MRIB is used to decide where to send Joi n/ Prune
messages. A secondary function of the MRIB is to provide
routing metrics for destination addresses; these netrics are
used when sendi ng and processing Assert nessages.

RPF Nei ghbor
RPF stands for "Reverse Path Forwardi ng”. The RPF Nei ghbor of
a router with respect to an address is the nei ghbor that the
MRI B i ndi cates should be used to forward packets to that
address. In the case of a PIMSM nulticast group, the RPF
nei ghbor is the router that a Join nmessage for that group would
be directed to, in the absence of nodifying Assert state.

TIB Tree Information Base. This is the collection of state at a
PIMrouter that has been created by receiving PIMJoin/Prune
nmessages, Pl M Assert messages, and Internet G oup Managenent
Protocol (1GW) or Milticast Listener Discovery (MD)
information fromlocal hosts. It essentially stores the state
of all multicast distribution trees at that router

MFIB Multicast Forwarding Informati on Base. The TIB holds all the
state that is necessary to forward nulticast packets at a
router. However, although this specification defines
forwarding in terms of the TIB, to actually forward packets
using the TIBis very inefficient. Instead, a real router
i mpl ementation will nornmally build an efficient MFIB fromthe
TIB state to performforwarding. How this is done is
i mpl ement ation-specific and is not discussed in this docunent.

Upstream
Towards the root of the tree. The root of tree may be either
the source or the RP, depending on the context.

Downst r eam
Away fromthe root of the tree

Genl D Generation ldentifier, used to detect reboots.

PMBR PIM Miulticast Border Router, joining a Pl Mdonmain with another
mul ticast domain.

Fenner, et al. St andards Track [ Page 6]



RFC 4601 Pl M SM Speci fication August 2006

2.2. Pseudocode Notation
W use set notation in several places in this specification
A (+) Bis the union of two sets, A and B.
A (-) Bis the elenments of set Athat are not in set B
NULL is the enpty set or |ist.
In addition, we use Clike syntax:
= denot es assignnent of a variable.
== denotes a conparison for equality.
I= denotes a conparison for inequality.
Braces { and } are used for grouping.
3. PIMSM Protocol Overview

This section provides an overview of PIMSM behavior. It is intended
as an introduction to how PIM SMworks, and it is NOT definitive.
For the definitive specification, see Section 4.

PIMrelies on an underlying topol ogy-gathering protocol to populate a
routing table with routes. This routing table is called the

Mul ticast Routing Information Base (MRIB). The routes in this table
may be taken directly fromthe unicast routing table, or they nay be
di fferent and provided by a separate routing protocol such as MBGP
[10]. Regardless of howit is created, the primary role of the MRIB
in the PIMprotocol is to provide the next-hop router along a

mul ti cast -capabl e path to each destination subnet. The MRIB is used
to determ ne the next-hop neighbor to which any PI M Joi n/Prune
nmessage is sent. Data flows along the reverse path of the Join
messages. Thus, in contrast to the unicast RI B, which specifies the
next hop that a data packet would take to get to sonme subnet, the
MRI B gives reverse-path information and indicates the path that a
mul ti cast data packet would take fromits origin subnet to the router
that has the MR B

Like all multicast routing protocols that inplenent the service nodel
fromRFC 1112 [3], PIM SM nust be able to route data packets from
sources to receivers without either the sources or receivers know ng
a priori of the existence of the others. This is essentially done in
t hree phases, although as senders and receivers may conme and go at
any tine, all three phases may occur sinultaneously.
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3.1. Phase One: RP Tree

In phase one, a nulticast receiver expresses its interest in
receiving traffic destined for a nulticast group. Typically, it does
this using IGW [2] or MLD [4], but other nechanisns m ght al so serve
this purpose. One of the receiver’s local routers is elected as the
Desi gnated Router (DR) for that subnet. On receiving the receiver’s
expression of interest, the DR then sends a PI M Join nmessage towards
the RP for that nulticast group. This Join nessage is known as a
(*, G Join because it joins group G for all sources to that group

The (*, @ Join travels hop-by-hop towards the RP for the group, and
in each router it passes through, nulticast tree state for group Gis
instantiated. Eventually, the (*,G Join either reaches the RP or
reaches a router that already has (*, G Join state for that group
When many receivers join the group, their Join nmessages converge on
the RP and forma distribution tree for group Gthat is rooted at the
RP. This is known as the RP Tree (RPT), and is al so known as the
shared tree because it is shared by all sources sending to that

group. Join nessages are resent periodically so long as the receiver
remains in the group. When all receivers on a | eaf-network | eave the
group, the DRwill send a PIM (*,G Prune nessage towards the RP for
that multicast group. However, if the Prune nessage is not sent for
any reason, the state will eventually tine out.

A multicast data sender just starts sending data destined for a
mul ti cast group. The sender’s local router (DR) takes those data
packets, unicast-encapsul ates them and sends themdirectly to the
RP. The RP receives these encapsul ated data packets, decapsul ates
them and forwards themonto the shared tree. The packets then
followthe (*,G nulticast tree state in the routers on the RP Tree
being replicated wherever the RP Tree branches, and eventually
reaching all the receivers for that nulticast group. The process of
encapsul ati ng data packets to the RP is called registering, and the
encapsul ati on packets are known as Pl M Regi ster packets.

At the end of phase one, nulticast traffic is flow ng encapsulated to
the RP, and then natively over the RP tree to the nulticast
receivers

3.2. Phase Two: Register-Stop

Regi st er-encapsul ati on of data packets is inefficient for two
reasons:

0 Encapsul ation and decapsul ation nmay be rel atively expensive

operations for a router to perform depending on whether or not the
router has appropriate hardware for these tasks.
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o Traveling all the way to the RP, and then back down the shared tree
may result in the packets traveling a relatively long distance to
reach receivers that are close to the sender. For sone
applications, this increased | atency or bandw dth consunption is
undesi r abl e.

Al t hough Regi st er-encapsul ati on nay continue indefinitely, for these
reasons, the RP will normally choose to switch to native forwarding.
To do this, when the RP receives a register-encapsul ated data packet
fromsource Son group G it will normally initiate an (S, G source-
specific Join towards S. This Join nmessage travel s hop-by-hop
towards S, instantiating (S,G nulticast tree state in the routers
along the path. (S,G nulticast tree state is used only to forward
packets for group Gif those packets cone fromsource S. Eventually
the Join nessage reaches S's subnet or a router that already has
(S, G multicast tree state, and then packets fromS start to fl ow
following the (S, G tree state towards the RP. These data packets
may al so reach routers with (*, G state along the path towards the
RP; if they do, they can shortcut onto the RP tree at this point.

While the RPis in the process of joining the source-specific tree

for S, the data packets will continue being encapsulated to the RP
When packets fromS also start to arrive natively at the RP, the RP
will be receiving two copies of each of these packets. At this

point, the RP starts to discard the encapsul ated copy of these
packets, and it sends a Register-Stop nessage back to Ss DR to
prevent the DR from unnecessarily encapsul ati ng the packets.

At the end of phase 2, traffic will be flowing natively fromS al ong
a source-specific tree to the RP, and fromthere along the shared
tree to the receivers. Were the two trees intersect, traffic may
transfer fromthe source-specific tree to the RP tree and thus avoid
taking a |l ong detour via the RP.

Note that a sender may start sending before or after a receiver joins
the group, and thus phase two nmay happen before the shared tree to
the receiver is built.

3.3. Phase Three: Shortest-Path Tree

Al t hough having the RP join back towards the source renpves the
encapsul ati on overhead, it does not conpletely optinm ze the
forwardi ng paths. For many receivers, the route via the RP may

i nvol ve a significant detour when conpared with the shortest path
fromthe source to the receiver
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To obtain lower |atencies or nore efficient bandwidth utilization, a
router on the receiver’s LAN, typically the DR, nay optionally
initiate a transfer fromthe shared tree to a source-specific
shortest-path tree (SPT). To do this, it issues an (S, G Join
towards S. This instantiates state in the routers along the path to
S. Eventually, this join either reaches S s subnet or reaches a
router that already has (S, G state. Wen this happens, data packets
fromS start to flow following the (S, G state until they reach the
receiver.

At this point, the receiver (or a router upstream of the receiver)
will be receiving two copies of the data: one fromthe SPT and one
fromthe RPT. Wen the first traffic starts to arrive fromthe SPT
the DR or upstreamrouter starts to drop the packets for GfromsS
that arrive via the RP tree. In addition, it sends an (S, G Prune
message towards the RP. This is known as an (S, Grpt) Prune. The
Prune message travel s hop-by-hop, instantiating state along the path
towards the RP indicating that traffic fromS for G should NOT be
forwarded in this direction. The prune is propagated until it
reaches the RP or a router that still needs the traffic fromsS for
ot her receivers

By now, the receiver will be receiving traffic fromS along the
shortest-path tree between the receiver and S. In addition, the RP
is receiving the traffic fromsS, but this traffic is no | onger
reaching the receiver along the RP tree. As far as the receiver is
concerned, this is the final distribution tree.

3.4. Source-Specific Joins

| GWv3 pernmits a receiver to join a group and specify that it only
wants to receive traffic for a group if that traffic comes froma
particular source. |If a receiver does this, and no other receiver on
the LAN requires all the traffic for the group, then the DR may omt
performng a (*,G join to set up the shared tree, and instead issue
a source-specific (S, G join only.

The range of nulticast addresses from 232.0.0.0 to 232.255.255.255 is
currently set aside for source-specific nulticast in |Pv4. For
groups in this range, receivers should only issue source-specific
IGWv3 joins. If a PIMrouter receives a non-source-specific join
for a group in this range, it should ignore it, as described in
Section 4.8.
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3.5. Source-Specific Prunes

| GWv3 also permits a receiver to join a group and to specify that it
only wants to receive traffic for a group if that traffic does not
come froma specific source or sources. In this case, the DR w Il
performa (*,G join as normal, but nay conbine this with an

(S, Grpt) prune for each of the sources the receiver does not wish to
receive.

3. 6. Mul ti-Access Transit LANs

The overview so far has concerned itself with point-to-point transit
links. However, using nulti-access LANs such as Ethernet for transit
is not uncommon. This can cause conplications for three reasons:

0 Two or nore routers on the LAN may issue (*,G Joins to different
upstreamrouters on the LAN because they have inconsistent MR B
entries regarding how to reach the RP. Both paths on the RP tree
will be set up, causing two copies of all the shared tree traffic
to appear on the LAN

0 Two or nore routers on the LAN may issue (S, G Joins to different
upstreamrouters on the LAN because they have inconsistent MR B
entries regarding how to reach source S. Both paths on the source-
specific tree will be set up, causing two copies of all the traffic
fromS to appear on the LAN

o0 Arouter on the LAN may issue a (*, G Join to one upstreamrouter
on the LAN, and another router on the LAN nmay issue an (S, G Join
to a different upstreamrouter on the sane LAN. Traffic fromS may
reach the LAN over both the RPT and the SPT. |f the receiver
behi nd the downstream (*, G router doesn't issue an (S, Grpt)
prune, then this condition would persist.

Al'l of these problens are caused by there being nore than one
upstreamrouter with join state for the group or source-group pair.
Pl M does not prevent such duplicate joins fromoccurring; instead,
when duplicate data packets appear on the LAN fromdifferent routers,
these routers notice this and then elect a single forwarder. This
election is performed using Pl M Assert messages, which resolve the
problemin favor of the upstreamrouter that has (S, G state; or, if
neither or both router has (S,G state, then the problemis resol ved
in favor of the router with the best metric to the RP for RP trees,
or the best netric to the source to source-specific trees.

These Assert messages are also received by the downstreamrouters on

the LAN, and these cause subsequent Join nessages to be sent to the
upstream router that won the Assert.
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3.7. RP Discovery

PIM SMrouters need to know the address of the RP for each group for

whi ch they have (*, G state. This address is obtained automatically

(e.g., enbedded-RP), through a bootstrap nechanism or through static
configuration.

One dynanmic way to do this is to use the Bootstrap Router (BSR)
mechanism[11]. One router in each PIMdonain is elected the
Bootstrap Router through a sinple election process. All the routers
in the domain that are configured to be candidates to be RPs
periodically unicast their candidacy to the BSR. Fromthe

candi dates, the BSR picks an RP-set, and periodically announces this
set in a Bootstrap nessage. Bootstrap nessages are fl ooded hop- by-
hop t hroughout the domain until all routers in the domain know the
RP- Set .

To map a group to an RP, a router hashes the group address into the
RP-set using an order-preserving hash function (one that mnimzes
changes if the RP-Set changes). The resulting RPis the one that it
uses as the RP for that group

4. Protocol Specification
The specification of PIMSMis broken into several parts:
0 Section 4.1 details the protocol state stored.

0 Section 4.2 specifies the data packet forwarding rules.

0 Section 4.3 specifies Designated Router (DR) election and the rules
for sending and processing Hell o nessages.

0 Section 4.4 specifies the PI M Regi ster generation and processing
rul es.

0 Section 4.5 specifies the PI M Join/Prune generation and processing
rul es.

0 Section 4.6 specifies the PI M Assert generation and processing
rul es.

0 Section 4.7 specifies the RP di scovery nechani sns.

0 The subset of PIMrequired to support Source-Specific Milticast,
PIMSSM is described in Section 4.8

o PI M packet formats are specified in Section 4.9.
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o0 A sumary of PIMSMtinmers and their default values is given in
Section 4.10.

0 Appendi x A specifies the PIM Milticast Border Router behavior.
4.1. PIMProtocol State

This section specifies all the protocol state that a PIM

i mpl erent ati on should maintain in order to function correctly. W
termthis state the Tree Information Base (TIB), as it holds the
state of all the nulticast distribution trees at this router. In
this specification, we define PIMnechanisns in terns of the TIB.
However, only a very sinple inplenentation would actually inpl enent
packet forwarding operations in terns of this state. Most

i mpl ementations will use this state to build a nulticast forwarding
tabl e, which would then be updated when the relevant state in the TIB
changes.

Al t hough we specify precisely the state to be kept, this does not
nmean that an inplementation of PIM SM needs to hold the state in this
form This is actually an abstract state definition, which is needed
in order to specify the router’s behavior. A PIMSMinplenentation
is free to hold whatever internal state it requires and will still be
conformant with this specification so long as it results in the sane
externally visible protocol behavior as an abstract router that holds
the follow ng state.

We divide TIB state into four sections:

(*,*, RP) state
State that maintains per-RP trees, for all groups served by a
gi ven RP.

(*, G state
State that maintains the RP tree for G

(S, G state
State that maintains a source-specific tree for source S and
group G

(S, Grpt) state
State that maintains source-specific information about source S
on the RP tree for G For exanple, if a source is being
received on the source-specific tree, it will normally have been
pruned off the RP tree. This prune state is (S, Grpt) state.
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The state that should be kept is described below. O course,
i mpl ementations will only maintain state when it is relevant to
forwardi ng operations; for exanple, the "Nolnfo" state m ght be
assuned fromthe |ack of other state information rather than being
held explicitly.
4.1.1. Ceneral Purpose State
A router holds the follow ng non-group-specific state:
For each interface:
o Effective Override Interva
o Effective Propagation Del ay
0 Suppression state: One of {"Enable", "Disable"}
Nei ghbor State:
For each nei ghbor
o Information from neighbor’s Hello
o0 Nei ghbor’s Genl D
0 Nei ghbor Liveness Tiner (NLT)
Desi gnated Router (DR) State:
0 Designated Router’s | P Address
o0 DRs DR Priority
The Effective Override Interval, the Effective Propagation Delay and

the Interface suppression state are described in Section 4.3.3.
Desi gnated Router state is described in Section 4.3.
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4.1.2. (*,*,RP) State
For every RP, a router keeps the follow ng state:

(*,*,RP) state:
For each interface:

PIM(*,*, RP) Join/Prune State:

o State: One of {"Nolnfo" (N), "Join" (J), "Prune-
Pendi ng" (PP)}

0 Prune-Pending Tiner (PPT)
0 Join/Prune Expiry Tiner (ET)
Not interface specific:
Upstream (*,*, RP) Join/Prune State:

o State: One of {"NotJoined(*,*, RP)",
"Joi ned(*,*,RP)"}

0 Upstream Joi n/Prune Tiner (JT)
0 Last RPF Nei ghbor towards RP that was used

PIM(*,*, RP) Join/Prune state is the result of receiving PIM(*,*, RP)
Joi n/ Prune nessages on this interface and is specified in Section
4.5. 1.

The upstream (*,*, RP) Join/Prune State reflects the state of the
upstream (*,*, RP) state machine described in Section 4.5.5.

The upstream (*,*, RP) Join/Prune Timer is used to send out periodic
Join(*,*, RP) nessages, and to override Prune(*,*, RP) nessages from
peers on an upstream LAN i nterface.

The | ast RPF nei ghbor towards the RP is stored because if the MR B
changes, then the RPF nei ghbor towards the RP may change. |If it does
so, then we need to trigger a new Join(*,*, RP) to the new upstream
nei ghbor and a Prune(*,*,RP) to the ol d upstream nei ghbor.

Simlarly, if a router detects through a changed GenlIDin a Hello
message that the upstream nei ghbor towards the RP has rebooted, then
it should re-instantiate state by sending a Join(*,*, RP). These
nmechani sms are specified in Section 4.5.5.
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4.1.3. (*, G State
For every group G a router keeps the follow ng state:

(*, G state:
For each interface:

Local Menbership:
State: One of {"Nolnfo", "Include"}

PIM(*, G Join/Prune State:

o State: One of {"Nolnfo" (N), "Join" (J), "Prune-
Pendi ng" (PP)}

0 Prune-Pending Tinmer (PPT)
0 Join/Prune Expiry Tiner (ET)
(*, G Assert Wnner State

o State: One of {"Nolnfo" (N), "I lost Assert" (L),
"I won Assert" (W}

0 Assert Tinmer (AT)
0 Assert winner’s | P Address (AssertW nner)
0 Assert winner’s Assert Metric (AssertWnnerMetric)
Not interface specific:
Upstream (*, G Join/Prune State:
o State: One of {"NotJoined(*,Q", "Joined(*,Q"}
0 Upstream Joi n/Prune Tinmer (JT)
o Last RP Used
0 Last RPF Nei ghbor towards RP that was used
Local menbership is the result of the local nenbership nechani sm
(such as |GW or M.D) running on that interface. It need not be kept
if this router is not the DR on that interface unless this router won
a (*, @ assert on this interface for this group, although

i npl enment ati ons may optionally keep this state in case they becone
the DR or assert winner. W recommend storing this information if
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possi ble, as it reduces |latency converging to stable operating
conditions after a failure causing a change of DR.  This information
is used by the pim.include(*, G macro described in Section 4.1.6.

PIM(*, G Join/Prune state is the result of receiving PIM(*,Q

Joi n/ Prune nessages on this interface and is specified in Section
4.5.2. The state is used by the nmacros that cal cul ate the outgoing
interface list in Section 4.1.6, and in the JoinDesired(*, G nacro
(defined in Section 4.5.6) that is used in deciding whether a
Join(*, @ should be sent upstream

(*, G Assert Wnner state is the result of sending or receiving (*,Q
Assert nessages on this interface. It is specified in Section 4.6.2.

The upstream (*, G Join/Prune State reflects the state of the
upstream (*, G state machi ne described in Section 4.5.6.

The upstream (*, G Join/Prune Tiner is used to send out periodic
Join(*, G nessages, and to override Prune(*, G nessages from peers on
an upstream LAN i nterface.

The | ast RP used must be stored because if the RP-Set changes
(Section 4.7), then state nust be torn down and rebuilt for groups
whose RP changes.

The | ast RPF nei ghbor towards the RP is stored because if the MR B
changes, then the RPF nei ghbor towards the RP may change. |If it does
so, then we need to trigger a new Join(*,G to the new upstream

nei ghbor and a Prune(*,G to the old upstream neighbor. Simlarly,

if arouter detects through a changed GenID in a Hell o nessage that

t he upstream nei ghbor towards the RP has rebooted, then it should
re-instantiate state by sending a Join(*,G. These nechanisns are
specified in Section 4.5.6.

4.1.4. (S, G State

For every source/group pair (S,GQG, a router keeps the follow ng
state:

(S, G state:
For each interface:

Local Menbership:
State: One of {"Nolnfo", "Include"}
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PIM (S, G Join/Prune State:

o State: One of {"Nolnfo" (N), "Join" (J), "Prune-
Pendi ng" (PP)}

0 Prune-Pending Tiner (PPT)
0 Join/Prune Expiry Tiner (ET)
(S, G Assert Wnner State

o State: One of {"Nolnfo" (N), "I lost Assert" (L),
"I won Assert" (W}

0 Assert Timer (AT)
0 Assert winner’s | P Address (AssertWnner)
0 Assert winner’'s Assert Metric (AssertWnnerMetric)
Not interface specific:
Upstream (S, G Join/Prune State:
o State: One of {"NotJoined(S, G", "Joined(S Q"}
0 Upstream (S, G Join/Prune Tiner (JT)
0 Last RPF Nei ghbor towards S that was used

SPTbit (indicates (S, G state is active)

(@]

o

(S, G Keepalive Tinmer (KAT)

Additional (S, G state at the DR

0 Register state: One of {"Join" (J), "Prune" (P),
"Joi n- Pendi ng" (JP), "Nolnfo" (N)}

0 Register-Stop timer
Additional (S, G state at the RP;

o PMBR the first PMBR to send a Register for this
source with the Border bit set.
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Local menbership is the result of the local source-specific
nmenber shi p nechani sm (such as | GW version 3) running on that
interface and specifying that this particular source should be
included. As stored here, this state is the resulting state after
any | GWv3 inconsistenci es have been resolved. It need not be kept

if this router is not the DR on that interface unless this router won
a (S, G assert on this interface for this group. However, we
recomend storing this information if possible, as it reduces | atency
converging to stable operating conditions after a failure causing a
change of DR This information is used by the pim.include(S, G nmacro
described in Section 4.1.6.

PIM (S, G Join/Prune state is the result of receiving PIM (S, G

Joi n/ Prune messages on this interface and is specified in Section
4.5.2. The state is used by the nacros that cal cul ate the outgoing
interface list in Section 4.1.6, and in the JoinDesired(S, G nmacro
(defined in Section 4.5.7) that is used in deciding whether a
Join(S, G should be sent upstream

(S,G Assert Wnner state is the result of sending or receiving (S, QG
Assert messages on this interface. It is specified in Section 4.6. 1.

The upstream (S, G Join/Prune State reflects the state of the
upstream (S, G state machine described in Section 4.5.7.

The upstream (S, G Join/Prune Tiner is used to send out periodic
Join(S, G nessages, and to override Prune(S, G nessages from peers on
an upstream LAN i nterface.

The | ast RPF nei ghbor towards S is stored because if the MR B
changes, then the RPF nei ghbor towards S may change. If it does so,
then we need to trigger a new Join(S,G to the new upstream nei ghbor
and a Prune(S,G to the old upstreamneighbor. Similarly, if the
router detects through a changed GenID in a Hello nmessage that the
upstream nei ghbor towards S has rebooted, then it should re-
instantiate state by sending a Join(S,G. These nechanisns are
specified in Section 4.5.7.

The SPThit is used to indicate whether forwarding is taking place on
the (S, G Shortest Path Tree (SPT) or on the (*,G tree. A router
can have (S, G state and still be forwarding on (*, G state during
the interval when the source-specific tree is being constructed.
When SPThbit is FALSE, only (*,G forwarding state is used to forward
packets fromS to G Wen SPTbit is TRUE, both (*, G and (S, Q
forwardi ng state are used.
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The (S, G Keepalive Tiner is updated by data being forwarded using

this (S,G forwarding state. It is used to keep (S,G state alive in

the absence of explicit (S, G Joins. Anongst other things, this is
necessary for the so-called "turnaround rules" -- when the RP uses
(S, G joins to stop encapsul ation, and then (S, G prunes to prevent
traffic fromunnecessarily reaching the RP.

On a DR, the (S,G Register State is used to keep track of whether to

encapsul ate data to the RP on the Register Tunnel; the (S, QG

Regi ster-Stop tinmer tracks how | ong before encapsul ati on begi ns again

for a given (S, Q.

On an RP, the PMBR val ue nust be cl eared when the Keepalive Tiner
expires.

4.1.5. (S, Grpt) State

For every source/group pair (S,G for which a router also has (*,Q
state, it also keeps the follow ng state:

(S, Grpt) state:
For each interface:

Local Menbershi p:
State: One of {"Nolnfo", "Exclude"}

PIM (S, G rpt) Join/Prune State:

o State: One of {"Nolnfo", "Pruned", "Prune-
Pendi ng"}

0 Prune-Pending Tinmer (PPT)
0 Join/Prune Expiry Tiner (ET)
Not interface specific:
Upstream (S, G rpt) Join/Prune State:

o State: One of {"RPTNotJoi ned(Q",
"Not Pruned(S,Grpt)", "Pruned(S,Grpt)"}

o Override Tinmer (QT)
Local menbership is the result of the |local source-specific

menber shi p mechani sm (such as | GWv3) running on that interface and
specifying that although there is (*, G Include state, this
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particul ar source should be excluded. As stored here, this state is
the resulting state after any | GWv3 inconsistenci es between LAN
nmenbers have been resolved. It need not be kept if this router is
not the DR on that interface unless this router won a (*,G assert on
this interface for this group. However, we reconmend storing this
information if possible, as it reduces | atency converging to stable
operating conditions after a failure causing a change of DR This
information is used by the pimexclude(S, G nacro described in
Section 4.1.6.

PIM (S, Grpt) Join/Prune state is the result of receiving PIM

(S, Grpt) Join/Prune nmessages on this interface and is specified in
Section 4.5.4. The state is used by the nacros that cal culate the
outgoing interface list in Section 4.1.6, and in the rules for adding
Prune(S, G rpt) nessages to Join(*, G nessages specified in Section
4.5. 8.

The upstream (S, G rpt) Join/Prune state is used along with the
Override Timer to send the correct override nmessages in response to
Joi n/ Prune nessages sent by upstream peers on a LAN. This state and
behavi or are specified in Section 4.5.9.

4.1.6. State Summari zati on Macros

Using this state, we define the follow ng "nmacro" definitions, which
we will use in the descriptions of the state nachi nes and pseudocode
in the followi ng sections.

The npst inportant nacros are those that define the outgoing
interface list (or "olist") for the relevant state. An olist can be
"imrediate" if it is built directly fromthe state of the rel evant
type. For exanple, the immediate olist(S,G is the olist that would
be built if the router only had (S, G state and no (*, G or (S Grpt)
state. In contrast, the "inherited" olist inherits state from other
types. For exanple, the inherited olist(S, G is the olist that is
rel evant for forwarding a packet fromS to G using both source-
specific and group-specific state.

There is no imediate olist(S, Grpt) as (S, Grpt) state is negative
state; it renoves interfaces in the (*,Q olist fromthe olist that
is actually used to forward traffic. The inherited_olist(S Grpt) is
therefore the olist that would be used for a packet fromSto G
forwarding on the RP tree. It is a strict subset of

(inrediate olist(*,*, RP) (+) imediate olist(*, Q).

Ceneral ly speaking, the inherited olists are used for forwarding, and

the iMmediate_olists are used to nake deci sions about state
mai nt enance.
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i mediate_olist(*,*, RP) =
joins(*,*, RP)

i mediate _olist(*, G =
joins(*, @ (+) piminclude(*, G (-) lost_assert(*,Q

i Mmediate olist(S, G =
joins(S, G (+) piminclude(S, G (-) lost_assert(S QG

inherited_olist(S, Grpt) =
(joins(*,*,RP(Q) (+) joins(*, QG (-) prunes(S,Grpt) )
(+) ( piminclude(*, G (-) pimexclude(S, Q)
(-) ( lost_assert(*, G (+) lost_assert(S,Grpt) )

inherited_olist(S, G =
inherited olist(S, Grpt) (+)
joins(S, G (+) piminclude(S, G (-) lost_assert(S, Q

The macros pi minclude(*, G and piminclude(S, G indicate the
interfaces to which traffic m ght be forwarded because of hosts that
are local nenbers on that interface. Note that normally only the DR
cares about |ocal nmenbership, but when an assert happens, the assert
w nner takes over responsibility for forwarding traffic to | ocal
menbers that have requested traffic on a group or source/group pair.

piminclude(*, § =
{ all interfaces |I such that:
( ( I_amDR( I ) AND | ost_assert(*,G 1) == FALSE )
OR AssertWnner(*, G1) == me )
AND | ocal receiver_include(*,Gl) }

piminclude(S, QG =
{ all interfaces |I such that:
( (1_amDR( I ) AND | ost_assert(S,Gl) == FALSE )
OR AssertWnner (S, Gl) == nme )
AND | ocal receiver_include(S Gl) }

pi mexclude(S, Q§ =
{ all interfaces |I such that:
( (l_amDR( I ) AND | ost_assert(*,Gl) == FALSE )
OR AssertWnner(*, G 1) == me )
AND | ocal receiver_exclude(S Gl) }

The clause "l ocal _receiver_include(S,Gl)" is true if the | GW/ M.D
nmodul e or other | ocal menbershi p nechani sm has deternined that | ocal
menbers on interface | desire to receive traffic sent specifically by
Sto G "local _receiver_include(*,Gl)" is true if the | GW/ M.D
nodul e or other | ocal nenbershi p nechani sm has deternined that | ocal
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nmenbers on interface | desire to receive all traffic sent to G
(possibly excluding traffic froma specific set of sources).

"l ocal _receiver_exclude(S,Gl) is true if

"l ocal _receiver_include(*,G1)" is true but none of the |ocal nenbers
desire to receive traffic fromsS.

The set "joins(*,*,RP)" is the set of all interfaces on which the
router has received (*,*,RP) Joins:

joins(*,*, RP) =
{ all interfaces | such that
DownstreamJPState(*,*, RP,1) is either Join or
Prune- Pendi ng }

DownstreamJPState(*,*, RP,1) is the state of the finite state machine
in Section 4.5. 1.

The set "joins(*,G" is the set of all interfaces on which the router
has received (*, @ Joins:

joins(*, Q@ =
{ all interfaces | such that
DownstreamJPState(*, G 1) is either Join or Prune-Pending }

DownstreamJPState(*, G 1) is the state of the finite state nachine in
Section 4.5. 2.

The set "joins(S, Q" is the set of all interfaces on which the router
has received (S, G Joins:

joins(S, G =
{ all interfaces | such that
Downst reamJPState(S, G 1) is either Join or Prune-Pending }

DownstreamlPState(S, G 1) is the state of the finite state machine in
Section 4.5.3.

The set "prunes(S, Grpt)" is the set of all interfaces on which the
router has received (*,G joins and (S, Grpt) prunes.

prunes(S,Grpt) =
{ all interfaces | such that
DownstreamJPState(S, Grpt,l) is Prune or PruneTnp }

DownstreamJPState(S, Grpt,l) is the state of the finite state machine
in Section 4.5. 4.
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The set "lost_assert(*, Q" is the set of all interfaces on which the
router has received (*,G joins but has lost a (*, G assert. The
macro |l ost_assert(*,Gl) is defined in Section 4.6.5.

| ost _assert(*, Q =
{ all interfaces | such that
| ost_assert(*,G1l) == TRUE }

The set "lost_assert (S, Grpt)" is the set of all interfaces on which
the router has received (*,G joins but has lost an (S, G assert.
The macro |l ost_assert(S,Grpt,l) is defined in Section 4.6.5.

| ost _assert (S, Grpt) =
{ all interfaces | such that
| ost_assert (S, Grpt,l) == TRUE }

The set "lost_assert(S, Q" is the set of all interfaces on which the
router has received (S,G joins but has lost an (S, G assert. The
macro |l ost_assert(S,Gl) is defined in Section 4.6.5.

| ost _assert (S, QG =
{ all interfaces | such that
| ost _assert (S, G1) == TRUE }

The foll owi ng pseudocode nmacro definitions are also used in nany
places in the specification. Basically, RPF is the RPF nei ghbor
towards an RP or source unless a Pl M Assert has overridden the nornal
choi ce of nei ghbor.

nei ghbor RPF (*, G {
if (1 _AmAssert Loser(*, G RPF_interface(RP(Q)) ) {
return AssertWnner(*, G RPF_interface(RP(Q) )
} else {
return NBR( RPF_interface(RP(G), MIB.next_hop( RP(G ) )
}

}

nei ghbor RPF' (S, G rpt) {
if( | _AmAssert_Loser(S, G RPF_interface(RP(Q) ) ) {
return AssertWnner(S, G RPF_interface(RP(GQ) )
} else {
return RPF (*, Q
}
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nei ghbor RPF (S, G {
if (1_AmAssert Loser(S, G RPF_interface(S) )) {
return AssertWnner (S, G RPF_interface(S) )
} else {
return NBR( RPF_interface(S), MRIB.next_hop( S) )
}

}

RPF' (*, G and RPF (S, G indicate the neighbor fromwhich data packets
shoul d be coning and to which joins should be sent on the RP tree and
SPT, respectively.

RPF' (S, Grpt) is basically RPF (*, G nodified by the result of an
Assert (S, G on RPF_interface(RP(G). In such a case, packets fromsS
will be originating froma different router than RPF (*,§. If we
only have active (*,G Join state, we need to accept packets from
RPF (S, G rpt) and add a Prune(S,Grpt) to the periodic Join(*,Q
nmessages that we send to RPF (*, G (see Section 4.5.8).

The function MRIB.next_hop( S ) returns an address of the next-hop

Pl M nei ghbor toward the host S, as indicated by the current MRIB. |f
Sis directly adjacent, then MR B.next_hop( S ) returns NULL. At the
RP for G MRIB.next_hop( RP(G) returns NULL.

The function NBR( |, A ) uses information gathered through PIM Hello
messages to map the | P address A of a directly connected Pl M nei ghbor
router on interface | to the primary | P address of the sane router
(Section 4.3.4). The primary | P address of a neighbor is the address
that it uses as the source of its PIMHello nessages. Note that a
nei ghbor’s | P address may be non-uni que within the PI M nei ghbor

dat abase due to scope issues. The address nust, however, be unique
anmongst the addresses of all the PIM neighbors on a specific

i nterface.

| _Am Assert _Loser(S, G 1) is true if the Assert state machine (in
Section 4.6.1) for (S,G on Interface | is in "l am Assert Loser"
st at e.

| _Am Assert _Loser(*, G 1) is true if the Assert state machine (in

Section 4.6.2) for (*,G on Interface | is in "l am Assert Loser"
state.
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4.2. Data Packet Forwardi ng Rul es
The PI M SM packet forwarding rules are defined below in pseudocode

iif is the incomng interface of the packet.

S is the source address of the packet.

Gis the destination address of the packet (group address).

RP is the address of the Rendezvous Point for this group
RPF_interface(S) is the interface the MRI B indicates would be used
to route packets to S.

RPF_interface(RP) is the interface the MRIB indicates would be
used to route packets to RP, except at the RP when it is the
decapsul ation interface (the "virtual" interface on which register
packets are received).

First, we restart (or start) the Keepalive Tinmer if the source is on
a directly connected subnet.

Second, we check to see if the SPTbit should be set because we’ve now
switched fromthe RP tree to the SPT.

Next, we check to see whether the packet should be accepted based on
TIB state and the interface that the packet arrived on.

If the packet should be forwarded using (S, G state, we then build an
outgoing interface list for the packet. |If this list is not enpty,
then we restart the (S, G state Keepalive Timer

If the packet should be forwarded using (*,*,RP) or (*, G state, then
we just build an outgoing interface list for the packet. W also
check if we should initiate a switch to start receiving this source
on a shortest path tree.

Finally we renove the incomng interface fromthe outgoing interface

list we’ve created, and if the resulting outgoing interface list is
not enpty, we forward the packet out of those interfaces.
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On receipt of data fromS to Gon interface iif:
if( DirectlyConnected(S) == TRUE AND iif == RPF_interface(S) ) {
set KeepaliveTinmer(S, G to Keepalive_Period
# Note: a register state transition or UpstreamlPState(S, G
# transition may happen as a result of restarting
# Keepal i veTiner, and nust be dealt with here.

}
if( iif == RPF_interface(S) AND UpstreandPState(S, G == Joi ned AND
inherited_olist(S, G != NULL ) {
set KeepaliveTinmer(S, G to Keepalive_Period
}

Update SPTbit(S, Giif)
oi flist = NULL

if( iif == RPF_interface(S) AND SPThit(S, G == TRUE ) {
oiflist = inherited olist(S, G
} else if( iif == RPF_interface(RP(G) AND SPThit(S, G == FALSE) {
oiflist = inherited olist(S Grpt)
CheckSwi t chToSpt (S, G
} else {
# Note: RPF check failed
# A transition in an Assert FSM nmay cause an Assert(S, G
# or Assert(*, G nessage to be sent out interface iif.
# See section 4.6 for details.
if ( SPThit(S,G == TRUE AND iif is in inherited olist(S, G ) {
send Assert(S,G on iif
} else if ( SPThit(S, G == FALSE AND
iif isininherited olist(S Grpt) {
send Assert(*, QG on iif

}
}
oiflist = oiflist (-) iif
forward packet on all interfaces in oiflist

Thi s pseudocode enpl oys several "macro" definitions:
DirectlyConnected(S) is TRUE if the source Sis on any subnet that is
directly connected to this router (or for packets originating on this
router).

inherited olist(S,G and inherited olist(S, Grpt) are defined in
Section 4. 1.
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Basically, inherited olist(S, G is the outgoing interface list for
packets forwarded on (S, G state, taking into account (*,*,RP) state,
(*, G state, asserts, etc.

inherited olist(S, Grpt) is the outgoing interface list for packets
forwarded on (*,*, RP) or (*, G state, taking into account (S, G rpt)
prune state, asserts, etc.

Update_SPTbit (S, Giif) is defined in Section 4.2.2.
CheckSwi tchToSpt (S, G is defined in Section 4.2.1.

UpstreamlPState(S, G is the state of the finite state machine in
Section 4.5.7.

Keepal i ve_Period is defined in Section 4.10.

Data-triggered Pl M Assert nessages sent fromthe above forwarding
code should be rate-limted in a inplenentation-dependent manner.

4.2.1. Last-Hop Switchover to the SPT

In Sparse-Mbde PIM last-hop routers join the shared tree towards the
RP. Once traffic fromsources to joined groups arrives at a |l ast-hop
router, it has the option of switching to receive the traffic on a
shortest path tree (SPT).

The decision for a router to switch to the SPT is controlled as
foll ows:

voi d
CheckSwi tchToSpt (S, G {
if ( ( piminclude(*, G (-) pimexclude(S, G
(+) piminclude(S, G != NULL )
AND SwitchToSpt Desired(S, G ) {
# Note: Restarting the KAT will result in the SPT switch
set KeepaliveTinmer(S, G to Keepalive Period

}
}

SwitchToSptDesired(S, G is a policy function that is inplenentation
defined. An "infinite threshold" policy can be inplenented by maki ng
Swi tchToSptDesired(S, G return false all the tine. A "switch on
first packet" policy can be inplenented by making

Swi tchToSptDesired(S, G return true once a single packet has been
recei ved for the source and group.
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4.2.2. Setting and Cearing the (S, G SPThit

The (S, G SPTbit is used to distinguish whether to forward on
(*,*,RP)/(*, G or on (S,G state. When switching fromthe RP tree to
the source tree, there is a transition period when data is arriving
due to upstream (*,*, RP)/(*,G state while upstream (S, G state is
bei ng established, during which time a router should continue to
forward only on (*,*,RP)/(*, G state. This prevents tenporary

bl ack- hol es that woul d be caused by sending a Prune(S, G rpt) before
the upstream (S, G state has finished being established.

Thus, when a packet arrives, the (S, G SPTbit is updated as foll ows:

voi d
Update_SPThit (S, Giif) {
if (iif == RPF_interface(S)

AND Joi nDesired(S, G == TRUE

AND ( DirectlyConnected(S) == TRUE
OR RPF_interface(S) !'= RPF_interface(RP(Q)
OR inherited_olist(S, Grpt) == NULL
OR( ( RPF (S, G == RPF (*,G ) AND

( RPF (S, !'= NULL ) )
OR ( I _Am Assert_Loser(S, Giif) ) {
Set SPThit(S, G to TRUE
}
}

Additionally, a router can set SPThit(S, G to TRUE in other cases,
such as when it receives an Assert(S,G on RPF_interface(S) (see
Section 4.6.1).

Joi nDesired(S,G is defined in Section 4.5.7 and indi cates whet her we
have the appropriate (S,G Join state to wish to send a Join(S, Q
upst ream

Basically, Update SPThit will set the SPThit if we have the
appropriate (S,G join state, and if the packet arrived on the
correct upstreaminterface for S, and if one or nore of the follow ng
condi tions applies:

1. The source is directly connected, in which case the switch to the
SPT is a no-op.

2. The RPF interface to Sis different fromthe RPF interface to the
RP. The packet arrived on RPF_interface(S), and so the SPT nust
have been conpl et ed.

3. Noone wants the packet on the RP tree.
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4. RPF (S, == RPF (*,Q. In this case, the router will never be
able to tell if the SPT has been conpleted, so it should just
switch i mredi ately.

In the case where the RPF interface is the sanme for the RP and for S,
but RPF (S, G and RPF (*, QG differ, we wait for an Assert(S, G, which
i ndi cates that the upstreamrouter with (S, G state believes the SPT
has been conpleted. However, item (3) above is needed because there
may not be any (*,G state to trigger an Assert(S, G to happen.

The SPTbit is cleared in the (S, G upstreamstate nachi ne (see
Section 4.5.7) when JoinDesired(S, G becones FALSE.

4.3. Designated Routers (DR) and Hel |l o Messages

A shared-nedi a LAN |i ke Ethernet may have nmultiple PIM SMrouters
connected to it. A single one of these routers, the DR, will act on
behal f of directly connected hosts with respect to the Pl M SM
protocol. Because the distinction between LANs and point-to-point

i nterfaces can sonetimes be blurred, and because routers nay al so
have nul ticast host functionality, the Pl M SM specification makes no
di stinction between the two. Thus, DR election will happen on all

i nterfaces, LAN or otherw se.

DR el ection is perforned using Hello nmessages. Hello nessages are
al so the way that option negotiation takes place in PIM so that
addi tional functionality can be enabl ed, or paraneters tuned.

4.3.1. Sending Hell o Messages

PIM Hell o nessages are sent periodically on each Pl M enabl ed
interface. They allow a router to | earn about the neighboring PIM
routers on each interface. Hello nmessages are al so the nmechani sm
used to elect a Designated Router (DR), and to negotiate additional
capabilities. A router nust record the Hello information received
from each PI M nei ghbor.

Hell o messages MJUST be sent on all active interfaces, including
physical point-to-point links, and are multicast to the 'ALL-PIM
ROUTERS group address (’'224.0.0.13 for IPv4 and 'ff02::d for

| Pv6) .

W note that sone inplenentations do not send Hell o nessages on
point-to-point interfaces. This is non-conpliant behavior. A
conpliant PIMrouter MJST send Hell o messages, even on point-to-
poi nt interfaces.

Fenner, et al. St andards Track [ Page 30]



RFC 4601 Pl M SM Speci fication August 2006

A per-interface Hello Tiner (HT(l)) is used to trigger sending Hello
messages on each active interface. Wen PIMis enabled on an
interface or a router first starts, the Hello Tiner of that interface
is set to a random val ue between 0 and Triggered_Hello_Delay. This
prevents synchroni zation of Hello nmessages if nultiple routers are
powered on sinultaneously. After the initial random zed interval
Hel | o messages nust be sent every Hell o _Period seconds. The Hello

Ti mer should not be reset except when it expires.

Not e that neighbors will not accept Join/Prune or Assert nessages
froma router unless they have first heard a Hell o message fromt hat
router. Thus, if a router needs to send a Join/Prune or Assert
message on an interface on which it has not yet sent a Hello nessage
with the currently configured |IP address, then it MJST i medi ately
send the relevant Hell o nessage without waiting for the Hello Tiner
to expire, followed by the Join/Prune or Assert nessage.

The DR Priority Option allows a network administrator to give
preference to a particular router in the DR el ection process hy
giving it a nunerically larger DR Priority. The DR Priority Option
SHOULD be included in every Hello nessage, even if no DR Priority is
explicitly configured on that interface. This is necessary because
priority-based DR election is only enabl ed when all nei ghbors on an
interface advertise that they are capable of using the DR Priority
Option. The default priority is 1.

The Generation_ldentifier (GenlD) Option SHOULD be included in all
Hel | o messages. The Genl D option contains a randonly generated
32-bit value that is regenerated each tine PIMforwarding is started
or restarted on the interface, including when the router itself
restarts. Wien a Hello nessage with a new GenlD is received froma
nei ghbor, any old Hello information about that nei ghbor SHOULD be

di scarded and superseded by the information fromthe new Hello
message. This may cause a new DR to be chosen on that interface

The LAN Prune Del ay Option SHOULD be included in all Hell o nessages
sent on multi-access LANs. This option advertises a router’s
capability to use values other than the defaults for the

Propagati on_Del ay and Override_Interval, which affect the setting of
t he Prune-Pending, Upstream Join, and Override Tinmers (defined in
Section 4.10).

The Address List Option advertises all the secondary addresses
associated with the source interface of the router originating the
message. The option MJST be included in all Hello nessages if there
are secondary addresses associated with the source interface and MAY
be omitted if no secondary addresses exist.
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To all ow new or rebooting routers to |earn of PIM nei ghbors quickly,
when a Hell o nessage is received froma new nei ghbor, or a Hello
nmessage with a new GenlD is received froman existing neighbor, a new
Hel | o message should be sent on this interface after a randonized
del ay between O and Triggered_Hello_Delay. This triggered nessage
need not change the timng of the schedul ed periodic nessage. If a
router needs to send a Join/Prune to the new nei ghbor or send an
Assert nmessage in response to an Assert nmessage fromthe new nei ghbor
before this random zed del ay has expired, then it MJST i medi ately
send the relevant Hell o message without waiting for the Hello Tiner
to expire, followed by the Join/Prune or Assert nmessage. |If it does
not do this, then the new neighbor will discard the Join/Prune or
Assert nessage.

Before an interface goes down or changes primary | P address, a Hello
message with a zero Hol dTi me should be sent imediately (with the old
I P address if the I P address changed). This will cause PIM nei ghbors
to renove this neighbor (or its old I P address) imediately. After
an interface has changed its |IP address, it MJST send a Hell o nessage
with its new | P address. |f an interface changes one of its
secondary | P addresses, a Hello nessage with an updated Address_Li st
option and a non-zero Hol dTi me should be sent imediately. This wll
cause PI M neighbors to update this neighbor’s Iist of secondary
addresses i medi atel y.

4.3.2. DR Election

When a PIM Hell o nmessage is received on interface I, the foll ow ng
i nformati on about the sending neighbor is recorded:

nei ghbor.interface
The interface on which the Hell o nessage arrived.

nei ghbor. primary_i p_address
The I P address that the PIM nei ghbor used as the source
address of the Hell o nessage.

nei ghbor . geni d
The Ceneration |ID of the PIM neighbor.

nei ghbor.dr_priority
The DR Priority field of the PIMneighbor, if it is present in
the Hell o nessage.

nei ghbor . dr_priority_present

A flag indicating if the DR Priority field was present in the
Hel | o message.

Fenner, et al. St andards Track [ Page 32]



RFC 4601 Pl M SM Speci fication August 2006

nei ghbor . ti neout
A timer value to tine out the neighbor state when it becones
stale, also known as the Nei ghbor Liveness Timer

The Nei ghbor Liveness Tiner (NLT(N, 1)) is reset to

Hello Holdtinme (fromthe Hello Hol dti me option) whenever a
Hel | o message is received containing a Holdtinme option, or to
Default Hello Holdtime if the Hell o nessage does not contain
the Hol dtime option

Nei ghbor state is del eted when the nei ghbor tinmeout expires.

The function for conputing the DR on interface | is:
host
DR(1) {
dr = me

for each neighbor on interface | {
if ( dr_is_better( neighbor, dr, I ) == TRUE ) {
dr = nei ghbor
}

return dr

}
The function used for conparing DR "netrics" on interface | is:

bool
dr _is _better(a,b,1) {
if( there is a neighbor n on | for which n.dr_priority present
is false ) {
return a.primary_i p_address > b.prinmary_i p_address
} else {
return ( a.dr_priority > b.dr_priority ) OR
( a.dr_priority == b.dr_priority AND

QO

a.primary_ip_address > b.prinmary_i p_address )
}
}
The trivial function I _amDR(l) is defined to aid readability:
bool
| _am DR(I) {
return DR(I) == ne
}
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The DR Priority is a 32-bit unsigned nunber, and the nunerically
larger priority is always preferred. A router’s idea of the current
DR on an interface can change when a PIM Hell o nessage is received,
when a nei ghbor tines out, or when a router’s own DR Priority
changes. If the router beconmes the DR or ceases to be the DR, this
will nornmally cause the DR Register state nmachine to change state
Subsequent actions are determ ned by that state nachine.

W note that some PIMinplenentations do not send Hell o nessages on
poi nt-to-point interfaces and thus cannot perform DR el ecti on on
such interfaces. This is non-conpliant behavior. DR election MIST
be perfornmed on ALL active PIMSM i nterfaces.

4.3.3. Reducing Prune Propagation Delay on LANs

In addition to the information recorded for the DR El ection, the
foll owi ng per neighbor information is obtained fromthe LAN Prune
Del ay Hell o option:

nei ghbor. | an_prune_del ay_present
A flag indicating if the LAN Prune Delay option was present in
the Hell o nessage.

nei ghbor . tracki ng_support
A flag storing the value of the T bit in the LAN Prune Del ay
option if it is present in the Hello nessage. This indicates
t he nei ghbor’s capability to disable Join nessage suppression

nei ghbor . propagati on_del ay
The Propagation Delay field of the LAN Prune Delay option (if
present) in the Hell o nessage.

nei ghbor . override_i nterva
The Override_Interval field of the LAN Prune Delay option (if
present) in the Hell o nessage.

The additional state described above is deleted along with the DR
nei ghbor state when the nei ghbor timeout expires.

Just like the DR Priority option, the information provided in the LAN

Prune Del ay option is not used unless all neighbors on a link
advertise the option. The function below conputes this state:
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bool
| an_del ay_enabl ed(1) {
for each neighbor on interface | {
i f ( neighbor.lan_prune_delay present == false ) {
return false
}
}

return true

}

The Propagation Delay inserted by a router in the LAN Prune Del ay
option expresses the expected nessage propagation delay on the link
and should be configurable by the systemadninistrator. It is used
by upstreamrouters to figure out how |l ong they should wait for a
Join override nessage before pruning an interface.

PIMinplementers should enforce a | ower bound on the permitted val ues
for this delay to allow for scheduling and processing delays within
their router. Such delays nay cause received nessages to be
processed later as well as triggered nessages to be sent later than

i ntended. Setting this Propagation Delay to too | ow a val ue may
result in tenporary forwardi ng outages because a downstream router
will not be able to override a neighbor’s Prune nessage before the
upstream nei ghbor stops forwarding.

When all routers on a link are in a position to negotiate a
Propagation Delay different fromthe default, the largest value from
those advertised by each neighbor is chosen. The function for
computing the Effective_Propagation_Delay of interface | is:

tinme_interval
Ef fective_Propagation_Delay(l) {
if ( lan_delay_enabled(l) == false ) {
return Propagation_del ay_defaul t

}
del ay = Propagation_Del ay(l)
for each neighbor on interface | {
i f ( neighbor.propagation_delay > delay ) {
del ay = nei ghbor. propagati on_del ay
}

return del ay

}

To avoi d synchronization of override nessages when nultiple
downstream routers share a nulti-access |ink, sending of such
messages is delayed by a small random anmount of time. The period of
randoni zati on should represent the size of the PIMrouter popul ation
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on the Iink. Each router expresses its view of the anount of
randoni zati on necessary in the Override Interval field of the LAN
Prune Del ay option.

When all routers on a link are in a position to negotiate an Override
Interval different fromthe default, the largest value fromthose
adverti sed by each nei ghbor is chosen. The function for conputing
the Effective Override Interval of interface | is:

tinme_interva
Ef fective_Override_Interval (1) {
if ( lan_delay _enabled(l) == false ) {
return t_override_default

delay = Override_Interval (1)
for each neighbor on interface | {
if ( neighbor.override_ interval > delay ) {
del ay = nei ghbor.override_interva
}
}

return del ay

}

Al t hough the nmechanisns are not specified in this docunent, it is
possi ble for upstreamrouters to explicitly track the join nenbership
of individual downstreamrouters if Join suppression is disabled. A
router can advertise its willingness to disable Join suppression by
using the T bit in the LAN Prune Delay Hello option. Unless all PIM
routers on a link negotiate this capability, explicit tracking and
the disabling of the Join suppression nmechani smare not possible.

The function for conputing the state of Suppression on interface

is:

bool
Suppr essi on_Enabl ed(1) {
if ( lan_delay _enabled(l) == false ) {
return true
}

for each neighbor on interface | {

i f ( neighbor.tracking support == false ) {
return true
}

return fal se

}

Note that the setting of Suppression_Enabled(l) affects the val ue of
t _suppressed (see Section 4.10).
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4.3.4. Mintaining Secondary Address Lists

Communi cation of a router’s interface secondary addresses to its PIM
nei ghbors is necessary to provide the neighbors with a nmechani sm for
mappi ng next _hop informati on obtained through their MRIB to a primary
address that can be used as a destination for Join/Prune nessages.
The mapping is perforned through the NBR nmacro. The primary address
of a PI M neighbor is obtained fromthe source |IP address used in its
PIM Hell o messages. Secondary addresses are carried within the Hello
message in an Address List Hello option. The primary address of the
source interface of the router MIUST NOT be |listed within the Address
Li st Hello option.

In addition to the infornmation recorded for the DR El ection, the
foll owi ng per neighbor information is obtained fromthe Address Li st
Hel I o option:

nei ghbor. secondary_address_|i st
The list of secondary addresses used by the PI M nei ghbor on
the interface through which the Hell o nessage was transmitted.

When processing a received PIM Hell o nessage contai ni ng an Address
List Hello option, the list of secondary addresses in the nessage
conpl etely replaces any previously associ ated secondary addresses for

that neighbor. |If a received PIMHello nessage does not contain an
Address List Hello option, then all secondary addresses associ ated
with the neighbor nust be deleted. |If a received PIMHello nessage

contains an Address List Hello option that includes the primary
address of the sending router in the list of secondary addresses
(although this is not expected), then the addresses listed in the
message, excluding the primary address, are used to update the
associ at ed secondary addresses for that nei ghbor

Al'l the advertised secondary addresses in received Hell o nessages
must be checked agai nst those previously advertised by all other PIM
nei ghbors on that interface. |If there is a conflict and the same
secondary address was previously advertised by anot her nei ghbor, then
only the nost recently received mappi ng MIST be nai ntai ned, and an
error nessage SHOULD be |l ogged to the administrator in a rate-linited
nmanner .

Wthin one Address List Hello option, all the addresses MJST be of
the sane address fanmily. It is not permitted to nmix IPv4 and | Pv6
addresses within the sanme nessage. |In addition, the address fanmily
of the fields in the nmessage SHOULD be the sane as the | P source and
destination addresses of the packet header.
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4.4, PIM Regi ster Messages

The Designated Router (DR) on a LAN or point-to-point |ink

encapsul ates multicast packets fromlocal sources to the RP for the
rel evant group unless it recently received a Register-Stop nessage
for that (S, G or (*,G fromthe RP. Wen the DR receives a

Regi ster-Stop nessage fromthe RP, it starts a Register-Stop Tiner to
mai ntain this state. Just before the Register-Stop Tiner expires,
the DR sends a Null-Register Message to the RP to allowthe RP to
refresh the Register-Stop information at the DR |If the Register-
Stop Timer actually expires, the DR will resume encapsul ati ng packets
fromthe source to the RP.

4.4.1. Sending Register Messages fromthe DR

Every PIM SMrouter has the capability to be a DR The state machi ne
below is used to i nplement Register functionality. For the purposes
of specification, we represent the nechanismto encapsul ate packets
to the RP as a Register-Tunnel interface, which is added to or
removed fromthe (S, G olist. The tunnel interface then takes part
in the nornmal packet forwarding rules as specified in Section 4.2.

If register state is maintained, it is maintained only for directly
connected sources and is per-(S,G. There are four states in the
DR s per-(S, G Register state nachine:

Join (J)
The register tunnel is "joined" (the join is actually inplicit,
but the DR acts as if the RP has joined the DR on the tunnel
i nterface).

Prune (P)
The register tunnel is "pruned" (this occurs when a Register-
Stop is received).

Joi n-Pendi ng (JP)
The register tunnel is pruned but the DR is contenpl ating adding
it back.

Nol nfo (NI)
No information. This is the initial state, and the state when
the router is not the DR

In addition, a Register-Stop Tiner (RST) is kept if the state machine
is not in the Nolnfo state.
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Figure 1: Per-(S,G register state nachine at a DR in tabular form

S s +
| | ] Event |
| [ SR [ S [ S [ S [ S +
| Prev State|| Register- | Could | Could | Register- | RP changed
| || Stop Tinmer| Register | Register | Stop |
| | | expires | ->True | ->False | received |
R T R oo oo oo oo +
| Nol nf o [ ]- | ->J state| - | - | - |
| (NI) | | add reg | | | |
| N | tunnel | | | |
SR o SR R R R R +
| |- | - | -> N | -> P state] ->J state|
| | | | state | | |
| | ] | | renove reg| renove reg| update reg
[Join (J) || | | tunnel | tunnel; | tunnel
| | | | | set | |
| | | | | Register- | |
| | | | | Stop | |
| N | | | Timer(*) | |
S F o RS S S S S +
| [|->J state| - | -> N | -> P state] -> J state|
| | | | state | |
| Joi n- | | add reg | | | set | add reg
| Pendi ng | | tunnel | | | Register- | tunnel;
| (IP) | | | | Stop | cancel
| | ] | | | Timer(*) | Register- |
| N | | | | Stop Timer|
Fomm e - F S S S S S +
| []-> JP | - | -> N | - | ->J state|
| | | state | | state | |
| | | set | | | | add reg |
| Prune (P) || Register- | | | | tunnel;
| | | Stop | | | | cancel |
| || Timer(**);| | | | Register- |
| | | send Null-| | | | Stop Tiner|
| | | Regi ster | | | | |
R T R oo oo oo oo +
Not es

(*) The Register-Stop Tiner is set to a random val ue chosen
uniformy fromthe interval ( 0.5 * Register_Suppression_Tine,
1.5 * Regi ster_Suppression_Tinme) mnus Regi ster_Probe_Tine.
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Subtracting off Register Probe Tinme is a bit unnecessary because
it isreally small conpared to Regi ster_ Suppression_Tine, but
this was in the old spec and is kept for conpatibility.

(**) The Register-Stop Tiner is set to Register_Probe_Tine.

The following three actions are defined:

Add Regi ster Tunnel
A Regi ster-Tunnel virtual interface, VI, is created (if it doesn’t
already exist) with its encapsul ation target being RP(G.
DownstreamJPState(S, G VI) is set to Join state, causing the tunnel
interface to be added to imediate olist(S, G and
i nherited_olist(S, Q.

Renmove Regi ster Tunnel
VI is the Register-Tunnel virtual interface with encapsul ation

target of RP(QG. DownstreanmIPState(S, GVI) is set to Nolnfo
state, causing the tunnel interface to be renoved from

i Mmediate_olist(S, G and inherited olist(S, Q. |If
DownstreamlPState(S,GVI) is Nolnfo for all (S, G, then VI can be
del et ed.

Updat e Regi ster Tunnel
This action occurs when RP(G changes.

VI _old is the Register-Tunnel virtual interface with encapsul ation
target old RP(G. A Register-Tunnel virtual interface, VI _new, is
created (if it doesn't already exist) with its encapsul ation
target being new RP(G. DownstreamIPState(S, G VI_old) is set to
Nol nfo state and DownstreamJPState(S, G VI_new) is set to Join
state. |If DownstreamlPState(S, G VI_old) is Nolnfo for all (S, G,
then VI _old can be del et ed.

Not e that we cannot sinply change the encapsul ati on target of
VI _ol d because not all groups using that encapsul ation tunnel wll
have noved to the sane new RP.
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Coul dRegi ster (S, Q
The macro "Coul dRegi ster” in the state machine is defined as:

bool Coul dRegi ster(S, G {
return ( | _amDR( RPF_interface(S) ) AND
Keepal i veTinmer (S, G is running AND
Di rect | yConnected(S) == TRUE )
}

Note that on reception of a packet at the DR froma directly
connect ed source, KeepaliveTiner(S,G needs to be set by the
packet forwarding rul es before conputing Coul dRegister(S,G in the
regi ster state nachine, or the first packet froma source won't be
regi st ered.

Encapsul ati ng Data Packets in the Regi ster Tunnel

Conceptual ly, the Register Tunnel is an interface with a snaller
MIU than the underlying IP interface towards the RP. |P
fragnmentation on packets forwarded on the Register Tunnel is
performed based upon this smaller MIU.  The encapsul ati ng DR rmay
perform Path MIU Di scovery to the RP to determne the effective
MIU of the tunnel. Fragnentation for the smaller MIU shoul d take
both the outer I P header and the PIMregister header overhead into
account. If a multicast packet is fragnmented on the way into the
Regi ster Tunnel, each fragnent is encapsulated individually so it
contains IP, PIM and inner |IP headers.

In IPv6, the DR MUST perform Path MIU di scovery, and an | CWP
Packet Too Big nessage MJUST be sent by the encapsulating DR if it
receives a packet that will not fit in the effective MU of the
tunnel. |If the MIU between the DR and the RP results in the

ef fective tunnel MIU being smaller than 1280 (the | Pv6 mi ni num
MIU), the DR MUST send Fragnmentation Required nessages with an MIuU
val ue of 1280 and MJST fragnent its PIMregister nessages as
required, using an | Pv6 fragnentati on header between the outer

| Pv6 header and the PI M Regi ster header.

The TTL of a forwarded data packet is decremented before it is
encapsul ated in the Regi ster Tunnel. The encapsul ati ng packet
uses the normal TTL that the router would use for any |ocally-
generated | P packet.

The 1P ECN bits should be copied fromthe original packet to the

| P header of the encapsul ati ng packet. They SHOULD NOT be set
i ndependently by the encapsul ating router.
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The Diffserv Code Point (DSCP) should be copied fromthe original
packet to the | P header of the encapsul ating packet. It MAY be

set independently by the encapsul ating router, based upon static
configuration or traffic classification. See [12] for nore

di scussion on setting the DSCP on tunnels.

Handl i ng Regi ster-Stop(*, G Messages at the DR

An old RP might send a Register-Stop nessage with the source
address set to all zeros. This was the normal course of action in
RFC 2362 when the Register message matched against (*, G state at
the RP, and it was defined as neaning "stop encapsul ating all
sources for this group". However, the behavior of such a

Regi ster-Stop(*, G is anmbiguous or incorrect in sone

ci rcumst ances.

We specify that an RP should not send Register-Stop(*, G nessages,
but for conpatibility, a DR should be able to accept one if it is
received.

A Register-Stop(*, G should be treated as a Register-Stop(S,G for
all (S,G Register state nmachines that are not in the Nolnfo
state. A router should not apply a Register-Stop(*, G to sources
that becone active after the Register-Stop(*, G was received.
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4.4.2. Receiving Register Messages at the RP

When an RP receives a Register nmessage, the course of action is
deci ded according to the foll ow ng pseudocode:

packet _arrives_on_rp_tunnel ( pkt ) {
if( outer.dst is not one of ny addresses ) {
drop the packet silently.
# Note: this nmay be a spoofing attenpt

}
if( I_amRP(G AND outer.dst == RP(G ) {
sent Regi st er St op = FALSE;
if ( register.borderbit == TRUE ) {
if ( PMBR(S, G == unknown ) {
PMBR(S, G = outer.src
} else if ( outer.src !'= PMBR(S, G ) {
send Register-Stop(S,G to outer.src
drop the packet silently.

}

f ( SPThit(S, G OR
( SwitchToSptDesired(S, G AND
( inherited olist(S, G == NULL ))) {
send Register-Stop(S,G to outer.src
sent Regi ster Stop = TRUE;

}
i

}
if ( SPThit(S, G OR SwitchToSptDesired(S, G ) {
if ( sentRegisterStop == TRUE ) {
set KeepaliveTinmer(S, G to RP_Keepalive_Period;
} else {
set KeepaliveTiner(S, G to Keepalive_ Period;
}

}

if( !'SPThbit(S, G AND ! pkt.NullRegisterBit ) {
decapsul ate and forward the inner packet to
inherited olist(S, Grpt) # Note (+)

} else {
send Register-Stop(S,G to outer.src
# Note (*)

}

}
outer.dst is the IP destination address of the encapsul ati ng header.

outer.src is the I P source address of the encapsul ati ng header, i.e.,
the DR s address.
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| amRP(G is true if the group-to-RP nmapping indicates that this
router is the RP for the group

Note (*): This may block traffic fromS for Register_Suppression_Tinme
if the DR | earned about a new group-to-RP mapping before the RP
did. However, this doesn’'t matter unless we figure out sone way
for the RP also to accept (*,G joins when it doesn't yet realize
that it is about to becone the RP for G This will all get sorted
out once the RP learns the new group-to-rp nmapping. W decided to
do not hing about this and just accept the fact that PIM nmay suffer
interrupted (*, G connectivity foll owi ng an RP change.

Note (+): Inplenentations are advised not to nmake this a specia
case, but to arrange that this path rejoin the nornmal packet
forwarding path. Al of the appropriate actions fromthe "On
receipt of data fromSto Gon interface iif" pseudocode in
Section 4.2 should be perforned.

Keepal i veTinmer (S, G is restarted at the RP when packets arrive on the
proper tunnel interface and the RP desires to switch to the SPT or
the SPThit is already set. This may cause the upstream (S, G state
machine to trigger a join if the inherited olist(S,G is not NULL.

An RP should preserve (S,G state that was created in response to a
Regi ster nessage for at least ( 3 * Register_Suppression Tine );
otherwi se, the RP may stop joining (S,G before the DR for S has
restarted sending registers. Traffic would then be interrupted unti
the Register-Stop Tinmer expires at the DR

Thus, at the RP, KeepaliveTiner(S, G should be restarted to ( 3 *
Regi st er _Suppression_Tinme + Regi ster_Probe Tine ).

When forwarding a packet fromthe Register Tunnel, the TTL of the
original data packet is decrenented after it is decapsul ated

The I P ECN bits should be copied fromthe |IP header of the Register
packet to the decapsul ated packet.

The Diffserv Code Point (DSCP) should be copied fromthe | P header of
the Regi ster packet to the decapsul ated packet. The RP MAY retain
the DSCP of the inner packet or re-classify the packet and apply a
different DSCP. Scenarios where each of these nmight be useful are

di scussed in [12].
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4.5, PIMJoin/Prune Messages

A PI M Joi n/ Prune nessage consists of a list of groups and a list of
Joi ned and Pruned sources for each group. Wen processing a received
Joi n/ Prune nessage, each Joined or Pruned source for a Goup is

ef fectively considered individually, and applies to one or nore of
the followi ng state nmachines. \Wien considering a Join/ Prune nessage
whose Upstream Nei ghbor Address field addresses this router, (*,Q
Joins and Prunes can affect both the (*, G and (S, G rpt) downstream
state machines, while (*,*,RP), (S,G, and (S, Grpt) Joins and Prunes
can only affect their respective downstream state nmachi nes. \When
considering a Join/Prune nessage whose Upstream Nei ghbor Address
field addresses anot her router, nobst Join or Prune nmessages could

af fect each upstream state machi ne

In general, a PIMJoin/Prune nessage should only be accepted for
processing if it comes froma known Pl M neighbor. A PIMrouter hears
about PI M nei ghbors through PIM Hell o nessages. |If a router receives
a Join/Prune nessage froma particular | P source address and it has
not seen a PIMHello nmessage fromthat source address, then the

Joi n/ Prune message SHOULD be discarded w thout further processing.

In addition, if the Hell o nessage from a nei ghbor was authenti cated
using | Psec AH (see Section 6.3), then all Join/Prune nessages from

t hat nei ghbor MJST al so be authenticated using | Psec AH.

W note that some older PIMinplenentations incorrectly fail to send
Hel | o messages on point-to-point interfaces, so we al so RECOVWEND
that a configuration option be provided to allow interoperation wth
such ol der routers, but that this configuration option SHOULD NOT be
enabl ed by defaul t.

4.5.1. Receiving (*,*,RP) Join/Prune Messages

The per-interface state nachine for receiving (*,*, RP) Join/ Prune
Messages is given below. There are three states:

Nol nfo (NI)
The interface has no (*,*,RP) Join state and no tiners
runni ng.

Join (J)
The interface has (*,*,RP) Join state, which will cause the
router to forward packets destined for any group handl ed by RP
fromthis interface except if there is also (S, Grpt) prune
information (see Section 4.5.4) or the router |ost an assert
on this interface.
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Prune- Pendi ng (PP)
The router has received a Prune(*,*, RP) on this interface from
a downstream nei ghbor and is waiting to see whether the prune
will be overridden by another downstreamrouter. For
forwardi ng purposes, the Prune-Pending state functions exactly
i ke the Join state.

In addition, the state machi ne uses two tiners:

Expi ryTi ner (ET)
This timer is restarted when a valid Join(*,*, RP) is received.
Expiry of the ExpiryTinmer causes the interface state to revert
to Nolnfo for this RP

Prune- Pendi ng Ti ner (PPT)
This timer is set when a valid Prune(*,*, RP) is received.
Expiry of the Prune-Pending Tinmer causes the interface state
to revert to Nolnfo for this RP

Fi gure 2: Downstream per-interface (*,*,RP) state nachine
in tabular form

S e +
| | Event |
| ok R B SR S B SR +
| Prev State || Receive | Receive | Prune- | Expiry Tinmer|
| [|Join(*,*, RP) | Prune | Pending | Expires

| | | | (*,*,RP) | Tiner | |
| | | | Expires | |
B S [ o S RS S +
| []->J state | -> NI state | - | - |
| Nolnfo (NI') ||start Expiry | | |

| | | Ti mer | | | |
Fomm e e e o - o SN Fom e e e e e o oo S Fom e e e e e o oo +
| []->J state | -> PP state | - | -> NI state |
| Join (J) || restart | start Prune-| |

| | | Expiry Timer | Pending | |

| | | Tiner | | |
oo . oo oo oo +
| Prune- []->J state | -> PP state | -> Nl state | -> N state

| Pending (PP)|]|restart | | Send Prune- |

| | | Expiry Tiner | | Echo(*,*,RP) |

oo - . oo oo oo +
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The transition events "Receive Join(*,*, RP)" and "Receive
Prune(*,*,RP)" inply receiving a Join or Prune targeted to this
router’s primary | P address on the received interface. |If the
upstream nei ghbor address field is not correct, these state
transitions in this state machi ne nust not occur, although seeing
such a packet may cause state transitions in other state nmachines.

On unnunbered interfaces on point-to-point links, the router’s
address shoul d be the same as the source address it chose for the
Hel | o message it sent over that interface. However, on point-to-
point links we al so recormend that for backwards conpatibility PIM
Joi n/ Prune nessages with an upstream nei ghbor address field of all
zeros are al so accepted.

Transitions from Nolnfo State
When in Nolnfo state, the follow ng event may trigger a transition

Recei ve Join(*,*, RP)
A Join(*,*, RP) is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |

The (*,*, RP) downstream state machine on interface

transitions to the Join state. The Expiry Tiner (ET) is
started and set to the HoldTinme fromthe triggering Join/Prune
nessage

Note that it is possible to receive a Join(*,*, RP) nessage for
an RP for which we do not have information telling us that it

is an RP. In the case of (*,*, RP) state, so long as we have a
route to the RP, this will not cause a problem and the
transition should still take place.

Transitions fromJoin State
When in Join state, the following events nmay trigger a transition

Recei ve Join(*,*, RP)
A Join(*,*, RP) is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (*,*,RP) downstream state nachine on interface | remains
in Join state, and the Expiry Tinmer (ET) is restarted, set to
maxi mum of its current value and the Hol dTine fromthe
triggering Join/ Prune nessage.
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Recei ve Prune(*,*, RP)
A Prune(*,*, RP) is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary | P address on |

The (*,*, RP) downstream state machine on interface
transitions to the Prune-Pending state. The Prune-Pendi ng
Tinmer is started. It is set to the J/P _Override_Interval (1)
if the router has nore than one nei ghbor on that interface;
otherwise, it is set to zero, causing it to expire

i medi at el y.

Expiry Tinmer Expires
The Expiry Timer for the (*,*, RP) downstream state nachi ne on
interface | expires.

The (*,*, RP) downstream state machine on interface
transitions to the Nolnfo state.

Transitions from Prune-Pending State

When in Prune-Pending state, the follow ng events nay trigger a
transition:

Recei ve Join(*,*, RP)
A Join(*,*,RP) is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (*,*, RP) downstream state machine on interface
transitions to the Join state. The Prune-Pending Tinmer is
cancel ed (without triggering an expiry event). The Expiry
Timer is restarted, set to maximumof its current value and
the HoldTinme fromthe triggering Join/Prune nessage.

Expiry Timer Expires
The Expiry Timer for the (*,*, RP) downstream state machi ne on
interface | expires.

The (*,*, RP) downstream state machine on interface
transitions to the Nolnfo state.

Prune- Pendi ng Ti ner Expires
The Prune-Pending Tiner for the (*,*, RP) downstream state
machi ne on interface | expires.

The (*,*, RP) downstream state machine on interface

transitions to the Nolnfo state. A PruneEcho(*,*,RP) is sent
onto the subnet connected to interface |
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The action "Send PruneEcho(*,*, RP)" is triggered when the
router stops forwarding on an interface as a result of a
prune. A PruneEcho(*,*, RP) is sinply a Prune(*,*, RP) nessage
sent by the upstreamrouter on a LANwith its own address in
the Upstream Nei ghbor Address field. Its purpose is to add
additional reliability so that if a Prune that should have
been overridden by another router is lost locally on the LAN,
then the PruneEcho nay be received and cause the override to
happen. A PruneEcho(*,*, RP) need not be sent on an interface
that contains only a single PIM neighbor during the time this
state machi ne was in Prune-Pending state.

4.5.2. Receiving (*, QG Join/Prune Messages

When a router receives a Join(*, G, it nmust first check to see

whet her the RP in the nmessage matches RP(G (the router’s idea of who
the RPis). |If the RP in the nmessage does not match RP(G, the
Join(*, G should be silently dropped. (Note that other source |ist
entries, such as (S,Grpt) or (S,G, in the sanme G oup-Specific Set
should still be processed.) |If a router has no RP information (e.g.
has not recently received a BSR nessage), then it may choose to
accept Join(*,G and treat the RP in the nmessage as RP(G. Received
Prune(*, G mnessages are processed even if the RP in the nmessage does
not match RP( Q.

The per-interface state nachine for receiving (*, G Join/Prune
Messages is given below. There are three states:

Nol nfo (NI)
The interface has no (*,G Join state and no tinmers running.

Join (J)
The interface has (*,G Join state, which will cause the
router to forward packets destined for Gfromthis interface
except if there is also (S,Grpt) prune information (see
Section 4.5.4) or the router lost an assert on this interface.

Prune- Pendi ng (PP)
The router has received a Prune(*, G on this interface froma
downst ream nei ghbor and is waiting to see whether the prune
wi |l be overridden by anot her downstreamrouter. For
forwardi ng purposes, the Prune-Pending state functions exactly
like the Join state.
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In addition, the state machi ne uses two tiners:

Expiry Tinmer (ET)
This timer is restarted when a valid Join(*, G is received.
Expiry of the Expiry Tinmer causes the interface state to
revert to Nolnfo for this group

Prune- Pendi ng Ti ner (PPT)
This timer is set when a valid Prune(*, G is received. Expiry
of the Prune-Pending Timer causes the interface state to
revert to Nolnfo for this group

Fi gure 3: Downstream per-interface (*, G state nachine in tabular form

------------ e T B
| ] Event |
[ o B TS B S B S +
Prev State || Receive | Receive | Prune- | Expiry Tiner|
[|Join(*, Q | Prune(*, Q | Pending | Expires |
| | | Tiner | |
I | | Expires | |
------------ e T T [ S
[]->J state | -> NI state | - | - |
| Nolnfo (NI') ||start Expiry | | |
| | Ti mer | | | |
------------ T T
[]->J state | -> PP state | - | -> NI state |
| Join (J) | |restart | start Prune- | |
| | Expiry Timer | Pending | |
I | Timer | | |
------------ S T T T
| Prune- [|->J state | -> PP state | -> N state | -> N state
| Pending (PP)||restart | | Send Prune- |
| | Expiry Timer | | Echo(*,Q |
------------ T T T T T T

The transition events "Receive Join(*,G@" and "Receive Prune(*, Q"
inmply receiving a Join or Prune targeted to this router’s primary |IP
address on the received interface. |f the upstream nei ghbor address
field is not correct, these state transitions in this state nachi ne
must not occur, although seeing such a packet nay cause state
transitions in other state machines.

On unnunbered interfaces on point-to-point links, the router’s
address shoul d be the same as the source address it chose for the
Hel | o message it sent over that interface. However, on point-to-
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i nks we al so recommend that for backwards conpatibility PIM

Joi n/ Prune nessages with an upstream nei ghbor address field of all
zeros are al so accepted.

Transitions from Nolnfo State

When in Nolnfo state, the following event may trigger a transition:

Recei

ve Join(*, Q
A Join(*, G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (*, G downstream state nachine on interface | transitions
to the Join state. The Expiry Timer (ET) is started and set
to the HoldTine fromthe triggering Join/Prune nessage.

Transitions fromJoin State

When in Join state, the following events nmay trigger a transition:

Recei

Recei

ve Join(*, Q
A Join(*, G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (*, G downstream state nachine on interface | remains in
Join state, and the Expiry Tiner (ET) is restarted, set to
maxi mum of its current value and the Hol dTine fromthe
triggering Join/ Prune nessage.

ve Prune(*, Q
A Prune(*, G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (*, G downstream state machine on interface | transitions
to the Prune-Pending state. The Prune-Pending Tiner is
started. It is set to the J/P_Override_ Interval(l) if the
router has nore than one nei ghbor on that interface;
otherwise, it is set to zero, causing it to expire

i mredi atel y.

Expiry Timer Expires

The Expiry Tinmer for the (*, G downstream state nachi ne on
interface | expires.

The (*, G downstream state nmachine on interface | transitions
to the Nolnfo state.
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Transitions from Prune-Pending State

When in Prune-Pending state, the follow ng events nay trigger a
transition:

Receive Join(*, Q
A Join(*,G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (*, G downstream state machine on interface | transitions
to the Join state. The Prune-Pending Tiner is canceled
(without triggering an expiry event). The Expiry Tinmer is
restarted, set to maxi mumof its current value and the

Hol dTi me fromthe triggering Joi n/ Prune nessage.

Expiry Timer Expires
The Expiry Timer for the (*, G downstream state machi ne on
interface | expires.

The (*, G downstream state nachine on interface | transitions
to the Nolnfo state.

Prune- Pendi ng Ti ner Expires
The Prune-Pending Tiner for the (*, G downstream state nmachi ne
on interface | expires.

The (*, G downstream state nmachine on interface | transitions
to the Nolnfo state. A PruneEcho(*,Q is sent onto the subnet
connected to interface 1.

The action "Send PruneEcho(*, Q" is triggered when the router
stops forwarding on an interface as a result of a prune. A
PruneEcho(*,Q is sinply a Prune(*, G nessage sent by the
upstreamrouter on a LANwith its own address in the Upstream
Nei ghbor Address field. |Its purpose is to add additional
reliability so that if a Prune that should have been
overridden by another router is lost locally on the LAN, then
the PruneEcho nay be received and cause the override to
happen. A PruneEcho(*, G need not be sent on an interface
that contains only a single PIM neighbor during the tinme this
state machi ne was in Prune-Pending state.
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4.5.3. Receiving (S,GQG Join/Prune Messages

The per-interface state nachine for receiving (S, G Join/Prune
nmessages is given below and is alnost identical to that for (*,Q
messages. There are three states:

Nol nfo (NI)
The interface has no (S,G Join state and no (S, G tiners
runni ng.

Join (J)
The interface has (S,G Join state, which will cause the
router to forward packets fromS destined for Gfromthis
interface if the (S,G state is active (the SPThit is set)
except if the router lost an assert on this interface.

Prune- Pendi ng (PP)
The router has received a Prune(S,G on this interface froma
downstream nei ghbor and is waiting to see whether the prune
will be overridden by another downstreamrouter. For
f orwar di ng purposes, the Prune-Pending state functions exactly
like the Join state.

In addition, there are two tiners:

Expiry Tinmer (ET)
This timer is set when a valid Join(S,G is received. Expiry
of the Expiry Timer causes this state nachine to revert to
Nol nfo state.

Prune- Pendi ng Ti mer (PPT)
This timer is set when a valid Prune(S, G is received. Expiry
of the Prune-Pending Tiner causes this state machine to revert
to Nolnfo state.
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n tabul ar form

| Prune-
| Pending (PP)|]|restart |

Fenner,

Prune-

Recei ve

Pendi ng |
|
|

Recei ve |
Prune(S, G |
|
|

| |
| Joi n(S, G |
| | Ti mer

| | Expires

[]->J state | -> NI state | - | - |
|| start Expiry | | | |
| | Ti mer | | | |
-> PP state | -> N state
start Prune- |
Pendi ng |
Ti mer |

[]->J state | |
| |restart | |
| | Expiry Timer | |
N | |
|[]->J state | -> PP state | -> N state | state |
Send Prune- |

| | Expiry Tiner | | Echo(S, G | |

The transition events "Receive Join(S, G" and "Receive Prune(S, Q"
inmply receiving a Join or Prune targeted to this router’s primary |IP
address on the received interface. |f the upstream nei ghbor address
field is not correct, these state transitions in this state nachi ne
must not occur, although seeing such a packet nay cause state
transitions in other state machines.

On unnunbered interfaces on point-to-point links, the router’s
address shoul d be the same as the source address it chose for the
Hel | o message it sent over that interface. However, on point-to-
point links we al so recormend that for backwards conpatibility PIM
Joi n/ Prune nessages with an upstream nei ghbor address field of all
zeros are al so accepted.

Transitions from Nolnfo State

When in Nolnfo state, the follow ng event may trigger a transition
Recei ve Join(S, G

A Join(S, G is received on interface | with its Upstream

Nei ghbor Address set to the router’s primary |IP address on |
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The (S, G downstream state nachine on interface | transitions
to the Join state. The Expiry Timer (ET) is started and set
to the HoldTine fromthe triggering Join/Prune nessage.

Transitions fromJoin State
When in Join state, the following events nmay trigger a transition:

Recei ve Join(S, G
A Join(S,G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (S, G downstream state nachine on interface | remains in
Join state, and the Expiry Tiner (ET) is restarted, set to
maxi mum of its current value and the Hol dTine fromthe
triggering Join/ Prune nessage.

Recei ve Prune(S, G
A Prune(S, G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (S, G downstream state machine on interface | transitions
to the Prune-Pending state. The Prune-Pending Tiner is
started. It is set to the J/P_Override Interval(l) if the
router has nore than one nei ghbor on that interface;
otherwise, it is set to zero, causing it to expire

i mredi atel y.

Expiry Timer Expires
The Expiry Tinmer for the (S, G downstream state nachi ne on
interface | expires.

The (S, G downstream state nmachine on interface | transitions
to the Nolnfo state.

Transitions from Prune-Pending State

When in Prune-Pending state, the follow ng events nmay trigger a
transition:

Recei ve Join(S, G

A Join(S,G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.
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The (S, G downstream state nachine on interface | transitions
to the Join state. The Prune-Pending Tiner is cancel ed
(without triggering an expiry event). The Expiry Timer is
restarted, set to maximumof its current value and the

Hol dTime fromthe triggering Join/Prune nmessage.

Expiry Tinmer Expires
The Expiry Tiner for the (S, G downstream state machi ne on
interface | expires.

The (S, G downstream state machine on interface | transitions
to the Nolnfo state.

Prune- Pendi ng Ti ner Expires
The Prune-Pending Timer for the (S, G downstream state machi ne
on interface | expires.

The (S, G downstream state nachine on interface | transitions
to the Nolnfo state. A PruneEcho(S, G is sent onto the subnet
connected to interface I.

The action "Send PruneEcho(S,G" is triggered when the router
stops forwarding on an interface as a result of a prune. A
PruneEcho(S, G is sinply a Prune(S, G nessage sent by the
upstreamrouter on a LANwith its own address in the Upstream
Nei ghbor Address field. |Its purpose is to add additional
reliability so that if a Prune that shoul d have been
overridden by another router is lost locally on the LAN, then
the PruneEcho may be received and cause the override to
happen. A PruneEcho(S, G need not be sent on an interface
that contains only a single PIMneighbor during the tine this
state nmachine was in Prune-Pending state.

4.5.4. Receiving (S, Grpt) Join/Prune Messages

The per-interface state nmachine for receiving (S, Grpt) Join/Prune
messages is given below There are five states:

Nol nfo (NI)
The interface has no (S, Grpt) Prune state and no (S, G rpt)
timers running.

Prune (P)
The interface has (S, Grpt) Prune state, which will cause the
router not to forward packets fromS destined for Gfromthis
interface even though the interface has active (*, @ Join
state.
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Prune- Pendi ng (PP)
The router has received a Prune(S,Grpt) on this interface
froma downstream nei ghbor and is waiting to see whether the
prune will be overridden by anot her downstreamrouter. For
forwardi ng purposes, the Prune-Pending state functions exactly
i ke the Nolnfo state.

PruneTmp (P)
This state is a transient state that for forwarding purposes
behaves exactly like the Prune state. A (*,G Join has been
recei ved (which may cancel the (S, Grpt) Prune). As we parse
the Join/Prune nessage fromtop to bottom we first enter this
state if the nessage contains a (*,G Join. Later in the
message, we will normally encounter an (S, Grpt) prune to
reinstate the Prune state. However, if we reach the end of
the message wi t hout encountering such a (S, Grpt) prune, then
we will revert to Nolnfo state in this state machine.

As no tine is spent in this state, no tiners can expire.

Pr une- Pendi ng- Tnp (PP")
This state is a transient state that is identical to P except
that it is associated with the PP state rather than the P
state. For forwardi ng purposes, PP behaves exactly like PP
st at e.

In addition, there are two tiners:

Expiry Tinmer (ET)
This tinmer is set when a valid Prune(S,Grpt) is received
Expiry of the Expiry Tinmer causes this state nachine to revert
to Nolnfo state.

Prune- Pendi ng Ti mer (PPT)
This timer is set when a valid Prune(S,Grpt) is received
Expiry of the Prune-Pending Tiner causes this state machine to
nove on to Prune state.
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Fi gure 5: Downstream per-interface (S, Grpt) state nachine
in tabular form

S s +
| | Event |
| f s S B S B S Fomm oo - - - Fomm oo - - - Fomm oo - - - +
| Prev | | Receive | Receive | Receive | End of | Prune- | Expiry
| State || Join(*, Q| Join | Prune | Message| Pending| Timer
| | | | (S Grpt)| (S Grpt)]| | Tirmer | Expires]
| | | | | | Expires| |
Fom e e - [ R Fom e e - Fom e e - Fom e e e - Fom e e e - Fom e e e - +
| || - | - | -> PP | - | - | - |
| | | | | state | | | |
| | | | | start | | | |
| Nol nf o | | | Prune- | | | |
| (NI) | | | | Pending | | | |
| | | | | Timer; | | | |
| | | | | start | | | |
| | | | | Expiry | | | |
| | | | Tiner | | | |
[ T B TS [ T [ T E R E R E R +
| [|-> P | -> N | -> P | - | - | -> N |
| | | state | state | state | | | state |
| Prune (P) || | | restart | | | |
| | | | | Expiry | | | |
| | | | Tiner | | | |
[ T B TS [ T [ T E R E R E R +
| Prune- |]-> PP | -> NI | - | - | ->P | -
| Pendi ng || state | state | | | state |
| (PP) || | | | | | |
B B B B E R E R E R +
| || - | - | ->P | -> N | - | - |
| PruneTmp || | | state | state | |
| (P") | | | | restart | | | |
| | | | | Expiry | | | |
| | | | | Timer | | | |
B B B B E R E R E R +
I |- | - | -> PP | ->N | - | - I
| Prune- | | | state | state | |
| Pendi ng- || | | restart | | | |
| Tnp (PP) || | | Expiry | | | |
| | | | | Timer | | | |
B B B B E R E R E R +
The transition events "Receive Join(S, Grpt)", "Receive

Prune(S, G rpt)", and "Receive Join(*,G" inply receiving a Join or
Prune targeted to this router’s primary | P address on the received
interface. |If the upstream nei ghbor address field is not correct,
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these state transitions in this state nmachi ne nust not occur,
al t hough seeing such a packet nay cause state transitions in other
state machi nes.

On unnunbered interfaces on point-to-point links, the router’s
address shoul d be the sane as the source address it chose for the
Hel | o message it sent over that interface. However, on point-to-
point links we also reconmend that PIM Join/Prune nmessages with an
upstream nei ghbor address field of all zeros are al so accepted.

Transitions from Nolnfo State

When in Nolnfo (NI) state, the follow ng event may trigger a
transition:

Recei ve Prune(S, G rpt)
A Prune(S,Grpt) is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary | P address on |.

The (S, Grpt) downstream state nmachine on interface |
transitions to the Prune-Pending state. The Expiry Tinmer (ET)
is started and set to the HoldTinme fromthe triggering

Joi n/ Prune nessage. The Prune-Pending Timer is started. It
is set to the J/P Override_Interval (1) if the router has nore
than one nei ghbor on that interface; otherwise, it is set to
zero, causing it to expire imredi ately.

Transitions from Prune-Pending State

When in Prune-Pending (PP) state, the follow ng events may trigger a
transition:

Receive Join(*, QG
A Join(*, G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (S, Grpt) downstream state nmachine on interface |
transitions to Prune-Pendi ng-Tnp state whil st the renmai nder of
t he conpound Joi n/ Prune nessage containing the Join(*, G is
processed.

Recei ve Join(S, Grpt)
A Join(S,Grpt) is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (S, Grpt) downstream state machine on interface |
transitions to Nolnfo state. ET and PPT are cancel ed.
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Prune- Pendi ng Ti ner Expires
The Prune-Pending Tinmer for the (S, Grpt) downstream state
machi ne on interface | expires.

The (S, Grpt) downstream state nmachine on interface |
transitions to the Prune state.

Transitions from Prune State

When in Prune (P) state, the followi ng events may trigger a
transition:

Receive Join(*, Q
A Join(*, G is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary |IP address on |.

The (S, Grpt) downstream state nmachine on interface |
transitions to PruneTnp state whilst the renmmi nder of the
conpound Joi n/ Prune nessage containing the Join(*, QG is
processed.

Receive Join(S, Grpt)
A Join(S,Grpt) is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary | P address on |.

The (S, Grpt) downstream state nmachine on interface |
transitions to Nolnfo state. ET and PPT are cancel ed.

Recei ve Prune(S, G rpt)
A Prune(S,Grpt) is received on interface | with its Upstream
Nei ghbor Address set to the router’s primary | P address on |.

The (S, Grpt) downstream state machine on interface | remains
in Prune state. The Expiry Timer (ET) is restarted, set to
maxi mum of its current value and the Hol dTine fromthe
triggering Join/Prune nessage.

Expiry Tinmer Expires
The Expiry Tiner for the (S, Grpt) downstream state machi ne on
interface | expires.

The (S, Grpt) downstream state nmachine on interface |
transitions to the Nolnfo state.

Transitions from Prune-Pendi ng-Tnp State

When in Prune-Pending-Tnp (PP') state and processing a conmpound
Joi n/ Prune nessage, the followi ng events nmay trigger a transition:
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Recei ve Prune(S, G rpt)
The conpound Joi n/ Prune message contains a Prune(S,Grpt).

The (S, Grpt) downstream state machine on interface |
transitions back to the Prune-Pending state. The Expiry Timer
(ET) is restarted, set to maximumof its current value and the
Hol dTime fromthe triggering Join/Prune nessage.

End of Message
The end of the conmpound Joi n/ Prune nessage is reached.

The (S, Grpt) downstream state nmachine on interface |
transitions to the Nolnfo state. ET and PPT are cancel ed.

Transitions from PruneTnp State

VWhen in PruneTnp (P') state and processing a conpound Joi n/ Prune
nmessage, the following events may trigger a transition:

Recei ve Prune(S, G rpt)
The conpound Joi n/ Prune nmessage contains a Prune(S,Grpt).

The (S, Grpt) downstream state nmachine on interface |
transitions back to the Prune state. The Expiry Tinmer (ET) is
restarted, set to maximumof its current value and the

Hol dTi me fromthe triggering Joi n/ Prune nessage.

End of Message
The end of the conpound Joi n/ Prune nessage is reached.

The (S, Grpt) downstream state nmachine on interface |
transitions to the Nolnfo state. ET is cancel ed.

Not es:

Receiving a Prune(*, G does not affect the (S, Grpt) downstreamstate
nmachi ne.

Receiving a Join(*,*, RP) does not affect the (S, Grpt) downstream

state machine. |If a router has originated Join(*,*, RP) and pruned a
source off it using Prune(S,Grpt), then to receive that source again
it should explicitly re-join using Join(S,Grpt) or Join(*,G. In

some LAN topologies it is possible for a router sending a new
Join(*,*,RP) to have to wait as rmuch as a Join/Prune Interval before
noticing that it needs to override a neighbor’s preexisting
Prune(S,Grpt). This is considered acceptable, as (*,*, RP) state is
intended to be used only in long-lived and persistent scenarios.
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4.5.5. Sending (*,*,RP) Join/Prune Messages

The per-interface state nachines for (*,*,RP) hold join state from
downstream PIM routers. This state then determ nes whether a router
needs to propagate a Join(*,*, RP) upstreamtowards the RP.

If a router wishes to propagate a Join(*,*, RP) upstream it nust also
wat ch for nessages on its upstreaminterface fromother routers on

that subnet, and these may nodify its behavior. |If it sees a
Join(*,*, RP) to the correct upstream nei ghbor, it should suppress its
own Join(*,*, RP). If it sees a Prune(*,*, RP) to the correct upstream

nei ghbor, it should be prepared to override that prune by sending a
Join(*,*, RP) alnost imediately. Finally, if it sees the Generation
I D (see Section 4.3) of the correct upstream nei ghbor change, it
knows that the upstream neighbor has |ost state, and it should be
prepared to refresh the state by sending a Join(*,*, RP) al nost

i medi at el y.

In addition, if the MRIB changes to indicate that the next hop
towards the RP has changed, the router should prune off fromthe old
next hop and join towards the new next hop

The upstream (*,*, RP) state machine contains only two states:

Not Joi ned
The downstream state nachines and | ocal menbership information do
not indicate that the router needs to join the (*,*, RP) tree for
this RP.

Joi ned
The downstream state nachi nes and | ocal nenbership i nformation
indicate that the router should join the (*,*, RP) tree for this
RP.

In addition, one timer JT(*,* RP) is kept that is used to trigger the

sending of a Join(*,*, RP) to the upstream next hop towards the RP
NBR( RPF_i nterface(RP), MRIB. next_hop(RP)).
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Figure 6: Upstream (*,*,RP) state nachine in tabular form

ook S +
| | ] Event |
| Prev State e R L T +
| | Joi nDesired | Joi nDesired |
| | (*,*, RP) ->True | (*,*, RP) ->False |
e e e e ek g Fom e e e a i oo +
| | ->J state | - |
| NotJoined (NJ) | ] Send Joi n(*, *, RP); | |
| | Set Join Timer to | |
| | t _periodic | |
e e e e g Fom e e i aaa o +
| Joined (J) | - | -> NJ state |
| | | Send Prune |
| | | (*,*,RP); Cancel |
| | | Join Timer |
e e e a - e o e e e e e e oo +
In addition, we have the follow ng transitions, which occur within
the Joi ned state:
o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| In Joined (J) State |
e e e e e e e e e T +
| Tinmer Expires | See | See |
| | Join(*,*, RP) | Prune(*, *, RP) |
| | to MRIB. | to MR B. |
| | next_hop(RP) | next _hop(RP) |
e e e a - o e e e e e e e oo o o e e e e e e e e e e e e +
| Send | Increase Join | Decrease Join |
| Join(*,*,RP); | Tiner to | Timer to |
| Set Join Tiner | t_joinsuppress | t _override |
| to t_periodic | | |
o e - e e e a - o e e e e e e e e e e - +
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e .. +
| In Joined (J) State

T e e +
| NBR( RPF_i nterface(RP), | MRI B. next _hop(RP) Genl D |
| MRI B. next _hop(RP)) | changes |
| changes | |
e e +

Decrease Join Tinmer to
t _override

| Send Join(*,*,RP) to new |
| next hop; Send |
| Prune(*,*,RP) to old |
| next hop; set Join Timner |
| to t_periodic |

This state nachi ne uses the foll ow ng macro:

bool Joi nDesired(*,*, RP)
if immediate olist(*,*, RP) !'= NULL
return TRUE
el se
return FALSE

}

JoinDesired(*,*,RP) is true when the router has received (*,*, RP)
Joins fromany downstreaminterface. Note that although JoinDesired
is true, the router’s sending of a Join(*,*,RP) nessage may be
suppressed by another router sending a Join(*,*, RP) onto the upstream
i nterface.

Transitions from NotJoi ned State

When the upstream (*,*, RP) state nmachine is in NotJoined state, the
followi ng event may trigger a state transition

Joi nDesired(*, *, RP) becones True
The downstream state for (*,*,RP) has changed so that at |east
one interface is in imediate olist(*,*, RP), making
Joi nDesired(*,*, RP) becone True.

The upstream (*,*, RP) state machine transitions to Joined

state. Send Join(*,*,RP) to the appropriate upstream

nei ghbor, which is NBR(RPF_interface(RP), MR B.next_hop(RP)).

Set the Join Timer (JT) to expire after t_periodic seconds.
Transitions from Joined State

When the upstream (*,*, RP) state nmachine is in Joined state, the
followi ng events may trigger state transitions:
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Joi nDesired(*, *, RP) becones Fal se

Join

The downstream state for (*,*, RP) has changed so no interface
is in imrediate_olist(*,*, RP), naking JoinDesired(*,*, RP)
becone Fal se

The upstream (*,*, RP) state nachine transitions to NotJoined
state. Send Prune(*,*,RP) to the appropriate upstream

nei ghbor, which is NBR(RPF_interface(RP), MRIB.next_hop(RP)).
Cancel the Join Tiner (JT).

Ti mer Expires
The Join Tiner (JT) expires, indicating tine to send a
Join(*,*, RP)

Send Join(*,*,RP) to the appropriate upstream nei ghbor, which
is NBR(RPF_interface(RP), MRIB.next_hop(RP)). Restart the
Join Timer (JT) to expire after t_periodic seconds.

See Join(*,*, RP) to MRIB. next_hop(RP)

This event is only relevant if RPF_interface(RP) is a shared
medium  This router sees another router on RPF_interface(RP)
send a Join(*,* RP) to NBR(RPF_interface(RP)

MRI B. next _hop(RP)). This causes this router to suppress its
own Joi n.

The upstream (*,*, RP) state machine remains in Joined state.

Let t_j oi nsuppress be the m ni mum of t_suppressed and the

Hol dTi me fromthe Joi n/ Prune nessage triggering this event.

If the Join Timer is set to expire in less than t_joi nsuppress
seconds, reset it so that it expires after t_joi nsuppress
seconds. If the Join Timer is set to expire in nore than

t _j oi nsuppress seconds, |eave it unchanged.

See Prune(*,*,RP) to MR B. next_hop(RP)

This event is only relevant if RPF_interface(RP) is a shared
medi um This router sees another router on RPF_interface(RP)
send a Prune(*,*, RP) to NBR(RPF_interface(RP)

MRl B. next _hop(RP)). As this router is in Joined state, it
must override the Prune after a short random i nterval

The upstream (*,*, RP) state nachine remains in Joined state.
If the Join Timer is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.
If the Join Timer is set to expire in less than t_override
seconds, |eave it unchanged.
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NBR( RPF_i nterface(RP), MR B. next _hop(RP)) changes
A change in the MRIB routing base causes the next hop towards
the RP to change.

The upstream (*,*, RP) state machine remains in Joined state.
Send Join(*,*,RP) to the new upstream nei ghbor, which is the
new val ue of NBR(RPF_interface(RP), MRIB.next hop(RP)). Send
Prune(*,*, RP) to the old upstream nei ghbor, which is the old
val ue of NBR(RPF_interface(RP), MRIB.next_hop(RP)). Set the
Join Timer (JT) to expire after t_periodic seconds.

MRI B. next _hop(RP) Genl D changes
The Generation ID of the router that is MR B. next _hop(RP)
changes. This nornmally nmeans that this neighbor has | ost
state, and so the state mnmust be refreshed.

The upstream (*,*, RP) state machine remains in Joined state.
If the Join Timer is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.

4.5.6. Sending (*, G Join/Prune Messages
The per-interface state nmachines for (*,G hold join state from
downstream PIMrouters. This state then determ nes whether a router
needs to propagate a Join(*, G upstreamtowards the RP.

If a router wishes to propagate a Join(*, G upstream it nust also
wat ch for nessages on its upstreaminterface fromother routers on

that subnet, and these may nodify its behavior. |If it sees a
Join(*, G to the correct upstream nei ghbor, it should suppress its
own Join(*, Q. If it sees a Prune(*, QG to the correct upstream

nei ghbor, it should be prepared to override that prune by sending a

Join(*, G alnost imediately. Finally, if it sees the Generation ID
(see Section 4.3) of the correct upstream nei ghbor change, it knows

that the upstream nei ghbor has |ost state, and it should be prepared
to refresh the state by sending a Join(*, G alnost i mediately.

If a (*, G Assert occurs on the upstreaminterface, and this changes
this router’s idea of the upstream neighbor, it should be prepared to
ensure that the Assert wi nner is aware of downstreamrouters by
sending a Join(*, G alnost inmedi ately.

In addition, if the MRIB changes to indicate that the next hop
towards the RP has changed, and either the upstreaminterface changes
or there is no Assert winner on the upstreaminterface, the router
shoul d prune off fromthe old next hop and join towards the new next
hop.
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The upstream (*, G state nmachine only contains two states:

Not Joi ned
The downstream state machines indicate that the router does not
need to join the RP tree for this group.

Joi ned
The downstream state nachines indicate that the router should join
the RP tree for this group.

In addition, one timer JT(*, G is kept that is used to trigger the
sending of a Join(*,G to the upstream next hop towards the RP,
RPF (*, Q.

Figure 7: Upstream (*, G state machine in tabular form

o e - T +
| | Event |
| Prev State e R +
| Joi nDesired(*, G | Joi nDesired(*, G |
| ->True | - >Fal se |
o m e e e e e e me o oo s o e e e e e e e e m o +
| | ->J state | - |
| NotJoined (NJ) | Send Join(*, Q; | |
| | Set Join Tiner to | |
| | t _periodic | |
ook S o e e e e e oo +
| Joined (J) | ] - | -> NJ state |
| | | Send Prune(*, Q; |
| | | Cancel Join Tiner |
e e e e e o e e e e e e e i e oo +

In addition, we have the follow ng transitions, which occur within
the Joi ned state:

o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| In Joined (J) State |
o e oo e e e oo e e e oo e e e oo +
| Ti mer Expires | See Join(*,Q | See Prune(*, G | RPF (*,0Q |
| | to RPF (*,Q | to RPF (*,Q | changes due to |
| | | | an Assert |
S S S S +
| Send | I'ncrease Join | Decrease Join | Decrease Join |
| Join(*, G; Set | Tiner to | Timer to | Timer to |
| Join Tiner to | t_joinsuppress | t_override | t_override |
| t_periodic | | | |
S S S S +
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o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mmm ==
| In Joined (J) State

I rheweees T e
| RPF' (*, G§ changes not | RPF (*, G Genl D changes

| due to an Assert |

o e e e e e e e e e e e e e oo - o o e e m e e e e e e e e e e e e e e e
| Send Join(*,G to new | Decrease Join Tiner to

| next hop; Send | t _override

| Prune(*, G to old next |

| hop; Set Join Timer to |

| t_periodic |

o e e e e e e e e e e e e e oo - o o e e m e e e e e e e e e e e e e e e

This state nachi ne uses the foll ow ng nmacro:

bool JoinDesired(*,Q {
if (inmediate olist(*, G !'= NULL OR
(Joi nDesired(*,*, RP(G) AND
AssertWnner(*, G RPF_interface(RP(GQ)) != NULL))
return TRUE
el se
return FALSE

}

JoinDesired(*,G is true when the router has forwarding state that
woul d cause it to forward traffic for G using shared tree state.
Not e that al though JoinDesired is true, the router’s sending of a
Join(*, G nessage may be suppressed by another router sending a
Join(*, G onto the upstreaminterface.

Transitions from NotJoi ned State

When the upstream (*, G state machine is in NotJoined state, the
followi ng event may trigger a state transition:

Joi nDesired(*, G becones True
The macro Joi nDesired(*, G becones True, e.g., because the
downstream state for (*, G has changed so that at |east one
interface is in imediate olist(*, Q.

The upstream (*, G state machine transitions to Joined state.

Send Join(*,G to the appropriate upstream nei ghbor, which is

RPF' (*, Q. Set the Join Timer (JT) to expire after t_periodic

seconds.
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Transitions from Joined State

Wien the upstream (*, G state machine is in Joined state, the
followi ng events may trigger state transitions:

Joi nDesired(*, G becones Fal se

Join

The macro Joi nDesired(*, G becones Fal se, e.g., because the
downstream state for (*, G has changed so no interface is in
i mediate_olist(*,G§.

The upstream (*, G state machine transitions to NotJoined
state. Send Prune(*,Q to the appropriate upstream nei ghbor,
which is RPF (*, Q. Cancel the Join Tiner (JT).

Ti mer Expires
The Join Tiner (JT) expires, indicating tine to send a
Join(*, Q

Send Join(*,G to the appropriate upstream nei ghbor, which is
RPF' (*, Q. Restart the Join Tiner (JT) to expire after
t _periodi c seconds.

See Join(*, G to RPF (*,Q

This event is only relevant if RPF_interface(RP(GQ) is a
shared nmedium This router sees another router on

RPF _interface(RP(Q) send a Join(*, @ to RPF (*, Q. This
causes this router to suppress its own Join.

The upstream (*, G state machine remains in Joined state.

Let t_j oi nsuppress be the mninmumof t_suppressed and the

Hol dTi me from the Join/ Prune message triggering this event.

If the Join Timer is set to expire in less than t_joi nsuppress
seconds, reset it so that it expires after t_joi nsuppress
seconds. If the Join Timer is set to expire in nore than

t _j oi nsuppress seconds, |eave it unchanged.

See Prune(*,G to RPF (*,0

This event is only relevant if RPF_interface(RP(Q) is a
shared nmedium This router sees another router on
RPF_interface(RP(G) send a Prune(*, G to RPF (*,§. As this
router is in Joined state, it nust override the Prune after a
short random i nterval.
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The upstream (*, G state nmachine renains in Joined state. |If
the Join Tiner is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.
If the Join Timer is set to expire in less than t_override
seconds, |eave it unchanged.

RPF' (*, G changes due to an Assert
The current next hop towards the RP changes due to an
Assert(*, G on the RPF_interface(RP(Q).

The upstream (*, G state machine remains in Joined state. |If
the Join Tiner is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.
If the Join Timer is set to expire in less than t_override
seconds, |eave it unchanged.

RPF (*, G changes not due to an Assert
An event occurred that caused the next hop towards the RP for
Gto change. This may be caused by a change in the MR B
routi ng dat abase or the group-to-RP napping. Note that this
transition does not occur if an Assert is active and the
upstreaminterface does not change.

The upstream (*, G state nmachine remains in Joined state.

Send Join(*,G to the new upstream nei ghbor, which is the new
value of RPF' (*, Q. Send Prune(*, G to the old upstream

nei ghbor, which is the old value of RPF (*,G. Use the new
value of RP(G in the Prune(*, G nessage or all zeros if RP(Q
becones unknown (old value of RP(G nmay be used instead to

i mprove behavior in routers inplenenting ol der versions of
this spec). Set the Join Tiner (JT) to expire after

t _periodic seconds.

RPF' (*, G GCenl D changes
The Generation ID of the router that is RPF (*, G changes.
This normally neans that this neighbor has |ost state, and so
the state nust be refreshed.

The upstream (*, G state machine remains in Joined state. |If

the Join Tiner is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.
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4.5.7. Sending (S,G Join/Prune Messages

The per-interface state nachines for (S,G hold join state from
downstream PIMrouters. This state then deternines whether a router
needs to propagate a Join(S, G upstreamtowards the source.

If a router wishes to propagate a Join(S, G upstream it nust also
wat ch for nessages on its upstreaminterface fromother routers on
that subnet, and these may nodify its behavior. |If it sees a
Join(S, G to the correct upstream nei ghbor, it should suppress its
own Join(S,G. If it sees a Prune(S, G, Prune(S, Grpt), or
Prune(*, G to the correct upstream neighbor towards S, it should be
prepared to override that prune by scheduling a Join(S, G to be sent
alnost inmrediately. Finally, if it sees the Generation ID of its
upstream nei ghbor change, it knows that the upstream nei ghbor has

|l ost state, and it should refresh the state by scheduling a Join(S, G
to be sent al nost inmediately.

If a (S, G Assert occurs on the upstreaminterface, and this changes
the this router’s idea of the upstream nei ghbor, it should be
prepared to ensure that the Assert winner is aware of downstream
routers by scheduling a Join(S, G to be sent al nbst i mediately.

In addition, if MRI B changes cause the next hop towards the source to
change, and either the upstreaminterface changes or there is no
Assert w nner on the upstreaminterface, the router should send a
prune to the old next hop and a join to the new next hop.

The upstream (S, G state machine only contains two states:

Not Joi ned
The downstream state nachines and | ocal menbership information do
not indicate that the router needs to join the shortest-path tree
for this (S Q.

Joi ned
The downstream state nachi nes and | ocal nenbership i nformation
indicate that the router should join the shortest-path tree for
this (S, Q.

In addition, one timer JT(S,G is kept that is used to trigger the
sending of a Join(S, G to the upstreamnext hop towards S, RPF (S, Q.
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Figure 8: Upstream (S, G state nmachine in tabular form

ook o o o e e e e e e e e e e e e e e e e e e e e e e e eaa - +
| | Event |
| Prev State e T +
| | Joi nDesired(S, G | Joi nDesired(S, G |
| | ->True | - >Fal se |
e e e e ek o e e e e e aa oo o e e e e e e e e oo +
| NotJoined (NJ) | ->J state | - |
| | Send Join(S, G ; | |
| | Set Join Timer to | |
| | t _periodic | |
e e e e o e e e e e e e oo o e e e e e e e i e oo +
| Joined (J) | - | -> NJ state |
| | | Send Prune(S, §; |
| | | Set SPThit(S, G to |
| | | FALSE; Cancel Join |
| | | Ti mer |
e e e e o e e e e e e e oo o e e e e e e e i e oo +
In addition, we have the follow ng transitions, which occur within
the Joined state:
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| In Joined (J) State |
e e e oo e e e oo e e e oo o e oo +
| Timer Expires | See Join(Ss, G | See Prune(S,G | See Prune |
| | to RPF' (S, G | to RPF' (S, G | (S, Grpt) to |
| | | | RPF (S, G |
S S S S +
| Send | I'ncrease Join | Decrease Join | Decrease Join |
| Join(S,G; Set | Timer to | Timer to | Timer to |
| Join Timer to | t_joinsuppress | t_override | t_override |
| t_periodic | | | |
S S S S +

Fenner, et al. St andards Track [ Page 72]



RFC 4601 Pl M SM Speci fication August 2006

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme e +
| In Joined (J) State |
o e e oo o e e oo oo oo o e e oo +
| See Prune(*, G | RPF (S, QG | RPF (S, G | RPF (S, G |
| to RPF (S, Q | changes not | Genl D changes | changes due to |
| | due to an | | an Assert |
| | Assert | | |
e e e oo e e e oo o e oo e e e oo +
| Decrease Join | Send Join(S,G | Decrease Join | Decrease Join |
| Timer to | to new next | Timer to | Timer to |
| t_override | hop; Send | t_override | t_override |
| | Prune(S, G to | | |
| | old next hop; | | |
| | Set Join Tiner | | |
| | to t_periodic | | |
B B e B +

This state nachi ne uses the foll ow ng nacro:

bool JoinDesired(S, QG {

return( imediate _olist(S, G != NULL
OR ( KeepaliveTimer(S, G is running
AND inherited_olist(S, G != NULL ) )

}

Joi nDesired(S, G is true when the router has forwarding state that
woul d cause it to forward traffic for G using source tree state. The
source tree state can be as a result of either active source-specific
join state, or the (S, G Keepalive Timer and active non-source-
specific state. Note that although JoinDesired is true, the router’s
sending of a Join(S, G nessage nmay be suppressed by another router
sending a Join(S, G onto the upstreaminterface.

Transitions from NotJoi ned State

When the upstream (S, G state machine is in NotJoined state, the
followi ng event may trigger a state transition:

Joi nDesired(S, G becones True
The macro Joi nDesired(S, G beconmes True, e.g., because the
downstream state for (S,G has changed so that at |east one
interface is in inherited olist(S Q.

The upstream (S, G state nachine transitions to Joined state.

Send Join(S, G to the appropriate upstream nei ghbor, which is

RPF' (S, G§. Set the Join Timer (JT) to expire after t_periodic
seconds.
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Transitions from Joined State

Wien the upstream (S, G state machine is in Joined state, the
followi ng events may trigger state transitions:

Joi nDesired(S, G becones Fal se

Join

The macro Joi nDesired(S, G becones Fal se, e.g., because the
downstream state for (S, G has changed so no interface is in
i nherited_olist(S, Q.

The upstream (S, G state machine transitions to NotJoined
state. Send Prune(S,G to the appropriate upstream nei ghbor,
which is RPF (S, G. Cancel the Join Tiner (JT), and set
SPThit (S, G to FALSE.

Ti mer Expires
The Join Tiner (JT) expires, indicating tine to send a
Join(s, G

Send Join(S,G to the appropriate upstream nei ghbor, which is
RPF' (S, G§. Restart the Join Tiner (JT) to expire after
t _periodi c seconds.

See Join(S, G to RPF (S, Q

This event is only relevant if RPF_interface(S) is a shared
medium This router sees another router on RPF_interface(S)
send a Join(S,G to RPF (S,G. This causes this router to
suppress its own Join.

The upstream (S, G state nachine remains in Joined state.

Let t_j oi nsuppress be the m nimumof t_suppressed and the
Hol dTi me from the Join/ Prune message triggering this event.

If the Join Timer is set to expire in less than t_joi nsuppress
seconds, reset it so that it expires after t_joi nsuppress
seconds. If the Join Timer is set to expire in nore than

t _j oi nsuppress seconds, |eave it unchanged.

See Prune(S, G to RPF (S, QG

This event is only relevant if RPF_interface(S) is a shared
medium This router sees another router on RPF_interface(S)
send a Prune(S,G to RPF (S,G. As this router is in Joined
state, it must override the Prune after a short random

i nterval .
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The upstream (S, G state nmachine renains in Joined state. |If
the Join Tiner is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.

See Prune(S, Grpt) to RPF (S, Q
This event is only relevant if RPF_interface(S) is a shared
medium This router sees another router on RPF_interface(S)
send a Prune(S,Grpt) to RPF (S,G. |If the upstreamrouter is
an RFC- 2362-conpliant PIMrouter, then the Prune(S, Grpt) wll
cause it to stop forwarding. For backwards conpatibility,
this router should override the prune so that forwarding
conti nues.

The upstream (S, G state machine renains in Joined state. |If
the Join Tiner is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.

See Prune(*,G to RPF (S, G
This event is only relevant if RPF_interface(S) is a shared
medium This router sees another router on RPF_interface(S)
send a Prune(*, G to RPF (S, G. If the upstreamrouter is an
RFC- 2362-conpliant PIMrouter, then the Prune(*, G wll cause
it to stop forwarding. For backwards conpatibility, this
router should override the prune so that forwardi ng continues.

The upstream (S, G state machine renains in Joined state. |If
the Join Tiner is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.

RPF' (S, G changes due to an Assert
The current next hop towards S changes due to an Assert(S, G
on the RPF_interface(S).

The upstream (S, G state machine remains in Joined state. |If
the Join Tiner is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.
If the Join Timer is set to expire in less than t_override
seconds, |eave it unchanged.

RPF' (S, G changes not due to an Assert
An event occurred that caused the next hop towards S to
change. Note that this transition does not occur if an Assert
is active and the upstreaminterface does not change.
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The upstream (S, G state nmachine renmains in Joined state.
Send Join(S,G to the new upstream nei ghbor, which is the new
value of RPF' (S,G. Send Prune(S,G to the old upstream

nei ghbor, which is the old value of RPF (S,G. Set the Join
Timer (JT) to expire after t_periodic seconds.

RPF' (S, G Genl D changes
The Ceneration ID of the router that is RPF (S, G changes.
This normal ly nmeans that this neighbor has |ost state, and so
the state nmust be refreshed.

The upstream (S, G state nmachine renmains in Joined state. |If
the Join Tiner is set to expire in nore than t_override
seconds, reset it so that it expires after t_override seconds.

4.5.8. (S, Grpt) Periodic Messages

(S, Grpt) Joins and Prunes are (S,G Joins or Prunes sent on the RP
tree with the RPT bit set, either to nodify the results of (*,Q
Joins, or to override the behavior of other upstream LAN peers. The
next section describes the rules for sending triggered nessages.
This section describes the rules for including a Prune(S, Grpt)
message with a Join(*, G.

When a router is going to send a Join(*, G, it should use the

foll owi ng pseudocode, for each (S, G for which it has state, to

deci de whether to include a Prune(S,Grpt) in the conmpound Join/Prune
nessage:

if( SPThit(S, G == TRUE ) {
# Note: If receiving (S,G on the SPT, we only prune off the
# shared tree if the RPF neighbors differ.
if( RPF(*,Q !=RPF (S, G ) {
add Prune(S, G rpt) to conmpound nmessage

}
} else if ( inherited olist(S, Grpt) == NULL ) {
# Note: all (*, QG olist interfaces received RPT prunes for (S, Q.
add Prune(S, G rpt) to conpound nessage
} elseif ( RPF (*,Q !'= RPF (S,Grpt) {
# Note: we joined the shared tree, but there was an (S, G assert
# and the source tree RPF neighbor is different.
add Prune(S, G rpt) to conpound nessage

}

Note that Join(S,Grpt) is nornmally sent not as a periodi c nessage,
but only as a triggered nessage.
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4.5.9. State Machine for (S, Grpt) Triggered Messages

The state machine for (S, Grpt) triggered nessages is required per-
(S, G when there is (*,G or (*,* RP) join state at a router, and the
router or any of its upstream LAN peers wi shes to prune S off the RP
tree.

There are three states in the state nachine. One of the states is
when there is neither (*,G nor (*,*, RP(G) join state at this
router. |If thereis (*,Q or (*,*, RP(G) join state at the router,
then the state nmachi ne nust be at one of the other two states. The
three states are:

Pruned(S, G rpt)
(*,Q or (*,*, RP(QG) Joined, but (S, Grpt) pruned

Not Pruned(S, G rpt)
(*,Q or (*,*,RP(Q) Joined, and (S, G rpt) not pruned

RPTNot Joi ned( G
neither (*, @ nor (*,*, RP(GQ) has been j oi ned.

In addition, there is an (S, Grpt) Override Tinmer, OI(S Grpt), which

is used to delay triggered Join(S, Grpt) nessages to prevent
i mpl osi ons of triggered nessages.
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Figure 9: Upstream (S, Grpt) state nmachine for triggered nessages
in tabular form

Fomm e e e o - e

| | Event

| [ TSRS RS B S

| Prev State || PruneDesired | PruneDesired | RPTJoin

| [ (S, Grpt) | (S, Grpt) | Desired(Q

| || ->True | ->Fal se | ->Fal se

| 'l | |

S [ oS B TS S

| RPTNot Joi ned|| -> P state | - | -

(G (N) N | |

R o TS oo R

| Pruned [l - | -> NP state | -> NJ state

| (S, Grpt) | ] | Send Join |

| (P) N | (S, Grpt) |

B S [ TSRS RS B S

| Not Pruned || -> P state | - | -> NJ state

| (S, Grpt) || Send Prune | | Cancel OT

| (NP) [| (S Grpt); | |

| || Cancel OT | |

S [ oS B TS S
Additionally, we have the following transitions within
Not Pruned(S, G rpt) state, which are all used for prune
behavi or .

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e m ==

| In NotPruned(S,Grpt) State

B ook ook ook +

| Override | See Prune | See Join | See Prune |

| Ti mer | (S,Grpt) to| (S, Grpt) to| (S, G to |

| expires | RPF | RPF | RPF |

| | (S, Grpt) | (S, Grpt) | (S, Grpt) |

Fomm e - RS RS RS +

| Send Join | OF = m n(OT, | Cancel OT | OF = min(OT, |

| (S, Grpt);| t_override) | | t_override) |

| Leave OT | | | |

| unset | | | |

Fom e e - B TS B TS B TS +
Note that the min function in the above state machine considers a
non-running timer to have an infinite value (e.g., mn
t_override) = t_override).
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This state nachi ne uses the foll ow ng nmacros:

bool RPTJoi nDesired( G {
return (JoinDesired(*, G OR JoinDesired(*,*, RP(G))
}

RPTJoi nDesired(Q is true when the router has forwarding state that
woul d cause it to forward traffic for Gusing either (*,Q or
(*,*,RP) shared tree state.

bool PruneDesired(S, Grpt) {
return ( RPTJoi nDesired(G AND
( inherited olist(S, Grpt) == NULL
OR (SPTbit (S, G ==TRUE
AND (RPF (*, G !'= RPF' (S, Q) )))
}

PruneDesired(S,Grpt) can only be true if RPTJoinDesired(Q is true.
I f RPTJoinDesired(GQ is true, then PruneDesired(S, Grpt) is true
either if there are no outgoing interfaces that S would be forwarded
on, or if the router has active (S,G forwarding state but RPF (*,Q
= RPF (S, G.

The state machine contains the following transition events:

See Join(S,Grpt) to RPF (S, Grpt)
This event is only relevant in the "Not Pruned" state.

The router sees a Join(S, Grpt) fromsoneone else to
RPF' (S, Grpt), which is the correct upstream neighbor. If we're
in "NotPruned" state and the (S, Grpt) Override Timer is running,
then this is because we have been triggered to send our own
Join(S, Grpt) to RPF (S,Grpt). Soneone el se beat us to it, so
there’s no need to send our own Join.

The action is to cancel the Override Tiner.

See Prune(S,Grpt) to RPF (S, Grpt)
This event is only relevant in the "Not Pruned" state.

The router sees a Prune(S,Grpt) from soneone else to

RPF (S, Grpt), which is the correct upstream neighbor. If we're
in the "NotPruned" state, then we want to continue to receive
traffic fromS destined for G and that traffic is being supplied
by RPF' (S, G rpt). Thus, we need to override the Prune.
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The action is to set the (S, Grpt) Override Tinmer to the

random zed prune-override interval, t_override. However, if the

Override Timer is already running, we only set the timer if doing
so would set it to a lower value. At the end of this interval, if
noone el se has sent a Join, then we will do so.

See Prune(S, G to RPF (S, Grpt)
This event is only relevant in the "Not Pruned" state.

This transition and action are the sane as the above transition
and action, except that the Prune does not have the RPT bit set.
This transition is necessary to be conpatible with routers

i mpl enented from RFC2362 that don’t naintain separate (S, G and
(S, Grpt) state.

The (S, Grpt) prune Override Timer expires
This event is only relevant in the "NotPruned" state.

When the Override Tinmer expires, we nmust send a Join(S, Grpt) to
RPF (S,Grpt) to override the Prune nessage that caused the tinmer
to be running. We only send this if RPF (S, Grpt) equals

RPF (*,Q; if this were not the case, then the Join m ght be sent
to a router that does not have (*, G or (*,*,RP(GQ) Join state,
and so the behavior would not be well defined. If RPF (S Grpt)
is not the sanme as RPF (*, G, then it may stop forwarding S.
However, if this happens, then the router will send an

Assert Cancel (S, G, which would then cause RPF' (S, Grpt) to becone
equal to RPF (*, Q (see below).

RPF' (S, G rpt) changes to becone equal to RPF (*,Q
This event is only relevant in the "NotPruned" state.

RPF (S, Grpt) can only be different fromRPF (*, QG if an (S, QG
Assert has happened, which neans that traffic fromS is arriving
on the SPT, and so Prune(S,Grpt) will have been sent to

RPF (*, Q. Wen RPF (S, Grpt) changes to becone equal to

RPF (*, G, we need to trigger a Join(S,Grpt) to RPF (*,Q to
cause that router to start forwarding S again.

The action is to set the (S, Grpt) Override Timer to the

randonmi zed prune-override interval t_override. However, if the
tinmer is already running, we only set the tinmer if doing so would
set it to a lower value. At the end of this interval, if noone
el se has sent a Join, then we will do so.

PruneDesired(S, G rpt)->TRUE

See nmacro above. This event is relevant in the "NotPruned" and
"RPTNot Joi ned( Q" states.
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The router wishes to receive traffic for G but does not wish to
receive traffic fromS destined for G This causes the router to
transition into the Pruned state.

If the router was previously in NotPruned state, then the action
is to send a Prune(S,Grpt) to RPF (S,Grpt), and to cancel the
Override Timer. |If the router was previously in RPTNotJoi ned( G
state, then there is no need to trigger an action in this state
machi ne because sending a Prune(S,Grpt) is handled by the rules
for sending the Join(*, G or Join(*, *, RP).

PruneDesired(S, G rpt)->FALSE
See nacro above. This transition is only relevant in the "Pruned"
state.

If the router is in the Pruned(S, Grpt) state, and
PruneDesired(S, G rpt) changes to FALSE, this could be because the
router no |onger has RPTJoi nDesired(G true, or it now wi shes to
receive traffic fromS again. If it is the fornmer, then this
transition should not happen, but instead the

"RPTJoi nDesi red(GQ ->FALSE" transition should happen. Thus, this
transition should be interpreted as "PruneDesired(S, G rpt)->FALSE
AND RPTJoi nDesi red(Q ==TRUE".

The action is to send a Join(S,Grpt) to RPF (S, Grpt).

RPTJoi nDesi red( Q) - >FALSE
This event is relevant in the "Pruned" and "Not Pruned"” states.

The router no longer wishes to receive any traffic destined for G
on the RP Tree. This causes a transition to the RPTNot Joi ned( G
state, and the Override Tiner is canceled if it was running. Any
further actions are handl ed by the appropriate upstream state
machine for (*, G or (*,*,RP).

inherited olist(S, Grpt) becones non- NULL
This transition is only relevant in the RPTNotJoi ned(G state.

The router has joined the RP tree (handled by the (*,G or
(*,*,RP) upstream state machi ne as appropriate) and wants to
receive traffic fromS. This does not trigger any events in this
state machi ne, but causes a transition to the NotPruned(S, G rpt)
state.
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4.5.10. Background: (*,*, RP) and (S,Grpt) Interaction

In Sections 4.5.8 and 4.5.9, the mechani sms for sending periodic and
triggered (S, G rpt) nessages are described. The astute reader wll
note that periodic Prune(S Grpt) nmessages are only sent in PIM

Joi n/ Prune nessages containing a Join(*, G, whereas it is possible
for a triggered Prune(S, G rpt) nmessage to be sent when the router has
no (*,GQ join state. This may seemlike a contradiction, but in fact
it isintentional and is a side effect of not optimizing (*,*, RP)
behavi or .

We first note that reception of a Join(*,*, RP) by itself does not
cancel (S, Grpt) prune state on that interface, whereas receiving a
Join(*, G by itself does cancel (S, Grpt) prune state on that
interface. Similarly, reception of a Prune(*, G on an interface with
(*,*,RP) join state does not by itself prevent forwarding of G using
the (*,*,RP) state; this is because a Prune(*, G only serves to
cancel (*,G join state. Conceptually (*,*, RP) state functions
"above" the normal (*, G and (S, G nechanisns, and so neither
Join(*,*,RP) nor Prune(*,*, RP) nessages affect any other state.

The upshot of this is that to prevent forwarding (S, G on (*,*, RP)
state, a Prune(S, G rpt) nust be used.

We also note that for historical reasons there is no Assert(*,*,RP)
message, so any forwarding contention is resolved using Assert(*,Q
nessages.

We now need to consider the interaction between (*,*, RP) state and
(*,G state. |If there is a need for an assert between two upstream
routers on a LAN, we need to ensure that the correct thing happens
for all conbinations of (*,*,RP) and (*, G forwarding state. As
there is no Assert(*,*, RP) nessage, no router can tell whether the
assert winner has (*,*, RP) state or (*, G state. Thus, a downstream
router has to treat the two the same and send its periodic
Prune(S, G rpt) nessages to RPF (*, Q).

To avoid needing to specify all the conplex override rul es between
(*»*,RP), (*,Q, and (S, Grpt), we sinply require that to prune (S, QG
off the (*,*, RP) tree, a Join(*, G nust also be sent.

If arouter is receiving on (*,*, RP) state and has not yet had (*, QG
state instantiated, it may still need to send a triggered
Join(S,Grpt) to override a Prune(S,Grpt) that it sees directed to
RPF' (*, G on its upstreaminterface. Hence, triggered (S Grpt)
messages may be sent when JoinDesired(*,Q is fal se but

Joi nDesired(*,*,RP) is true.
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Finally, we note that there is an unoptim zed case when the upstream
router on a LAN already has (*,G join and (S,Grpt) prune state
caused by an existing downstreamrouter. |If at this time a new
Join(*,*, RP) is sent to the upstreamrouter froma different
downstreamrouter, this will not override the (S, Grpt) prune state
at the upstreamrouter. The override will not occur until the next
time the original dowmstreamrouter resends its Prune(S, Grpt). This
case was not considered worth optimizing, as (*,*,RP) state is
generally very long lived, and so any mnor delays in getting traffic
to a new PMBR seem uni nportant.

4.6. PIMAssert Messages

Where nultiple PIMrouters peer over a shared LAN, it is possible for
nore than one upstreamrouter to have valid forwarding state for a
packet, which can | ead to packet duplication (see Section 3.6). PIM
does not attenpt to prevent this fromoccurring. Instead, it detects
when this has happened and el ects a single forwarder anongst the
upstreamrouters to prevent further duplication. This electionis
performed using PIM Assert nessages. Assert messages are al so
received by downstreamrouters on the LAN, and these cause subsequent
Joi n/ Prune nessages to be sent to the upstreamrouter that won the
Assert.

In general, a PIM Assert nmessage should only be accepted for
processing if it cones froma known Pl M neighbor. A PIMrouter hears
about PI M nei ghbors through PIM Hell o nessages. |If a router receives
an Assert message froma particular I P source address and it has not
seen a PIMHell o nessage fromthat source address, then the Assert
message SHOULD be di scarded without further processing. In addition,
if the Hell o message from a nei ghbor was aut henticated using the

| Psec Aut hentication Header (AH) (see Section 6.3), then all Assert
nmessages from that nei ghbor MUST al so be authenticated using | Psec
AH.

We note that sone older PIMinplenmentations incorrectly fail to send
Hel | o messages on point-to-point interfaces, so we al so RECOVWEND
that a configuration option be provided to allow interoperation wth
such ol der routers, but that this configuration option SHOULD NOT be
enabl ed by defaul t.

4.6.1. (S, G Assert Message State Machine

The (S, G Assert state machine for interface | is shown in Figure 10.
There are three states:

Nol nfo (NI)
This router has no (S, G assert state on interface |
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I am Assert Wnner (W

This router has won an (S, G assert on interface |l. It is now
responsi ble for forwarding traffic fromsS destined for G out of
interface |I. Irrespective of whether it is the DRfor I, while a

router is the assert winner, it is also responsible for forwarding
traffic onto | on behalf of local hosts on | that have made
menbershi p requests that specifically refer to S (and G.

| am Assert Loser (L)

This router has lost an (S, G assert on interface I. It nust not
forward packets fromS destined for Gonto interface I. If it is
the DRon |, it is no longer responsible for forwarding traffic

onto | to satisfy local hosts with nenbership requests that
specifically refer to S and G

In addition, there is also an Assert Tiner (AT) that is used to tine
out asserts on the assert |osers and to resend asserts on the assert
W nner .

Figure 10: Per-interface (S, G Assert State machine in tabular form

o m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e am o +
| In Nolnfo (NI) State |
S e e e a - Fom e e e oo oo S +
| Receive | Receive Assert | Data arrives | Receive |
| Inferior | wth RPTbit | fromSto Gon | Acceptable |
| Assert with | set and | 1 and | Assert with |
| RPTbit clear | Coul dAssert | Coul dAssert | RPTbit clear |
| and | (S GI) | (S GI) | and AssTrDes |
| Coul dAssert | | | (S, GI) |
| (S,GI) | | | |
S N T T . +
| -> Wstate | -> Wstate | -> Wstate | ->L state |
| [Actions Al] | [Actions Al] | [Actions Al] | [Actions A6] |
S o e - Fom e e e e e o S +
e .. +
| In | Am Assert Wnner (W State |
S T T T +
| Assert Tinmer | Recei ve | Receive | Coul dAssert |
| Expires | Inferior | Preferred | (SGI) -> |
| | Assert | Assert | FALSE |
e . . e +
| -> Wstate | -> Wstate | ->L state | -> N state |
| [Actions A3] | [ Actions A3] | [Actions A2] | [Actions A4] |
e e B e +
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o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme o +
| In | Am Assert Loser (L) State |
B B B B B +
| Recei ve | Recei ve | Recei ve | Assert Tinmer | Current |
| Preferred | Accept abl e | I nferior | Expires | Wnner’s |
| Assert | Assert with |Assert or | | Genl D |
| | RPTbit clear |Assert | | Changes or |
| | fromCurrent | Cancel from | | NLT Expires |
| | W nner | Current | | |
| | | Wnner | | |
B S B S B S B S B S +
|-> L state |-> L state |-> NI state |-> N state |-> N state |
|[Actions A2] |[Actions A2] |[Actions A5] |[Actions A5] |[Actions A5] |
S S S S S +
o m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e am o +
| In 1 Am Assert Loser (L) State |
S S Fom e e e oo oo S +
| AssTrDes | ny_metric -> | RPF_interface | Receive |
| (S, Gl) -> | better than | (S) stops | Join(S,G on |
| FALSE | winner's | being I | interface | |
| | netric | | |
S S Fom e e e e e o S +
| -> N state | -> N state | -> N state | -> N State |
| [Actions A5] | [Actions A5] | [Actions A5] | [Actions A5] |
o e oo e e e oo o e a oo o e oo +

Note that for reasons of compactness, "AssTrDes(S, GIl)" is used in
the state nmachine table to refer to Assert Tracki ngDesired(S, G 1).

Ter m nol ogy:

A "preferred assert” is o