I nt ernet Engi neering Task Force (I ETF) W Wang
Request for Comments: 6956 Zhej i ang Gongshang University
Cat egory: Standards Track E. Haleplidis
| SSN: 2070- 1721 Uni versity of Patras
K. Ogawa

NTT Cor poration

C. Li

Hangzhou DPt ech

J. Hal pern

Eri csson

June 2013

Forwar di ng and Control El enent Separation (For CES)
Logi cal Function Block (LFB) Library

Abst r act

Thi s docunent defines basic classes of Logical Function Bl ocks (LFBs)
used in Forwarding and Control Elenment Separation (ForCES). The
basi c LFB cl asses are defined according to the ForCES Forwardi ng

El enrent (FE) nodel and For CES protocol specifications; they are
scoped to neet requirenents of typical router functions and are
considered the basic LFB library for ForCES. The library includes
the descriptions of the LFBs and the XM. definitions.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6956
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1. Introduction

[ RFC3746] specifies the Forwarding and Control El enent Separation
(ForCES) franmework. 1In the framework, Control Elenents (CEs)
configure and nanage one or nore separate Forwardi ng El enents (FEs)
within a Network Element (NE) by use of a ForCES protocol. [RFC5810]
specifies the ForCES protocol. [RFC5812] specifies the Forwarding

El ement (FE) nodel. In the nodel, resources in FEs are described by
cl asses of Logical Function Blocks (LFBs). The FE nodel defines the
structure and abstract senantics of LFBs and provides XM. schena for
the definitions of LFBs.

Thi s docunent conforms to the specifications of the FE node

[ RFC5812] and specifies detailed definitions of classes of LFBs,
including detailed XM. definitions of LFBs. These LFBs form a base
LFB library for ForCES. LFBs in the base library are expected to be
conbined to forman LFB topology for a typical router to inplenment IP
forwarding. It should be enphasized that an LFB is an abstraction of
functions rather than inplenentation details. The purpose of the LFB
definitions is to represent functions so as to provide
interoperability between separate CEs and FEs.
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More LFB classes with nore functions nmay be devel oped in the future
and docunmented by the I ETF. Vendors may al so devel op proprietary LFB
cl asses as described in the FE nodel [RFC5812].

2. Term nol ogy and Conventions
2.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2.2. Definitions

This docunent follows the term nol ogy defined by the ForCES protoco
in [RFC5810] and by the ForCES FE nodel in [RFC5812]. The
definitions below are repeated for clarity.

Control Element (CE) - Alogical entity that inplenents the ForCES
protocol and uses it to instruct one or nmore FES on how to process
packets. CEs handle functionality such as the execution of

control and signaling protocols.

Forwarding Elenent (FE) - A logical entity that inplenments the
For CES protocol. FEs use the underlying hardware to provi de per-
packet processing and handling as directed/ controlled by one or
nmore CEs via the ForCES protocol

For CES Network Elenent (NE) - An entity conposed of one or nore
CEs and one or nore FEs. To entities outside an NE, the NE
represents a single point of managenent. Sinmilarly, an NE usually
hides its internal organization fromexternal entities.

Logi cal Function Block (LFB) - The basic building block that is
operated on by the ForCES protocol. The LFB is a well-defined,

| ogically separable functional block that resides in an FE and is
controlled by the CE via the ForCES protocol. The LFB nmay reside
at the FE's data path and process packets or may be purely an FE
control or configuration entity that is operated on by the CE
Note that the LFB is a functionally accurate abstraction of the
FE' s processing capabilities but not a hardware-accurate
representation of the FE i nplenentation

FE Model - The FE nodel is designed to nodel the | ogical
processing functions of an FE, which is defined by the ForCES FE
nodel docunent [ RFC5812]. The FE nodel proposed in this docunent

i ncludes three conponents: the LFB nodeling of individual Logica
Functional Bl ocks (LFB nodel), the |ogical interconnection between
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LFBs (LFB topol ogy), and the FE-level attributes, including FE
capabilities. The FE nodel provides the basis to define the

i nformati on el enents exchanged between the CE and the FE in the
For CES protocol [RFC5810].

FE Topol ogy - A representation of how the nultiple FEs within a
single NE are interconnected. Sonetinmes this is called inter-FE
t opol ogy, to be distinguished fromintra-FE topology (i.e., LFB

t opol ogy) .

LFB O ass and LFB Instance - LFBs are categorized by LFB cl asses.
An LFB instance represents an LFB class (or type) existence.

There nay be multiple instances of the sane LFB class (or type) in
an FE. An LFB class is represented by an LFB class I D, and an LFB
instance is represented by an LFB instance ID. As a result, an
LFB cl ass I D associated with an LFB i nstance I D uniquely specifies
an LFB exi stence.

LFB Metadata - Metadata is used to conmuni cate per-packet state

fromone LFB to another but is not sent across the network. The
FE nodel defines how such netadata is identified, produced, and

consunmed by the LFBs. It defines the functionality but not how

nmet adata is encoded within an inplenentation

LFB Conmponent - Operational paraneters of the LFBs that nust be
visible to the CEs are conceptualized in the FE nodel as the LFB
components. The LFB components include, for exanple, flags,
singl e paranmeter argunents, conplex argunents, and tables that the
CE can read and/or wite via the ForCES protocol (see bel ow).

LFB Topol ogy - Representation of how the LFB instances are
logically interconnected and placed al ong the data path within one
FE. Sometines it is also called intra-FE topology, to be

di stingui shed frominter-FE topol ogy.

Data Path - A conceptual path taken by packets within the
forwardi ng plane inside an FE. Note that nore than one data path
can exist within an FE

For CES Protocol - While there may be nultiple protocols used
within the overall ForCES architecture, the term "ForCES protocol"
and "protocol"” refer to the Fp reference points in the ForCES
framework in [RFC3746]. This protocol does not apply to CE-to-CE
communi cati on, FE-to-FE communication, or to communication between
FE and CE nmanagers. Basically, the ForCES protocol works in a
mast er -sl ave node in which FEs are slaves and CEs are nmsters
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Physical Port - A port refers to a physical nedia input port or
output port of an FE. A physical port is usually assigned with a
physical port ID, abbreviated with a PHYPortlD. This docunent

mai nly deals with physical ports with Ethernet nedia.

Logical Port - A conceptually virtual port at the data |ink |ayer
(L2) or network layer (L3). A logical port is usually assigned
with a logical port ID, abbreviated with a LogicalPortlD. The

| ogi cal ports can be further categorized with an L2 |ogical port
or an L3 logical port. An L2 logical port can be assigned with an
L2 logical port ID, abbreviated with an L2PortID. An L3 | ogica
port can be assigned with an L3 logical port ID, abbreviated with
an L3PortID. MAC-|layer VLAN ports belong to |logical ports, and
they belong to L2 |ogical ports.

LFB Port - The connection points where one LFB can be connected to
another within an FE. As described in [RFC5812], the CE can
connect LFBs together by establishing connections between an

out put port of one LFB instance and an i nput port of another LFB
instance. Also see Section 3.2 of [RFC5812] for nore details.

Singleton Port - A named input or output port of an LFB. This
port is referred to by a nane. Wen the context is clear, the
term"singleton" by itself is used to refer to a singleton port.

Goup Port - A named collection of input or output ports of an
LFB. A group port is referred to by a nanme. A group port

consi sts of a number of port instances, which are referred to by a
conbi nati on of a nanme and an i ndex.

LFB G ass Library - The LFB class library is a set of LFB classes
that has been identified as the nost comon functions found in
nost FEs and hence shoul d be defined first by the For CES Wrki ng
G oup. The LFB class library is defined by this docunent.
3. Overview
3.1. Scope of the Library
It is intended that the LFB classes described in this docunent are

designed to provide the functions of a typical router. [RFC1812]
specifies that a typical router is expected to provide functions to:
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(1) Interface to packet networks and inplenment the functions
required by that network. These functions typically include:

* Encapsul ati ng and decapsulating the | P datagrans with the
connected network framng (e.g., an Ethernet header and
checksun),

* Sending and receiving | P datagrans up to the naxi mum size
supported by that network (this size is the network’s Maxi num
Transm ssion Unit or MIU),

* Translating the | P destination address into an appropriate
net wor k-1 evel address for the connected network (e.g., an
Et her net hardware address), if needed, and

* Responding to network flow control and error indications, if
any.

(2) Conformto specific Internet protocols including the Internet
Protocol (IPv4 and/or |IPv6), Internet Control Message Protocol
(ICWP), and others as necessary.

(3) Receive and forward Internet datagrans. Inportant issues in
this process are buffer nmanagenent, congestion control, and
fairness.

* Recogni ze error conditions and generate | CMP error and
i nformati on nessages as required.

* Drop datagrans whose tine-to-live fields have reached zero.

*  Fragment datagranms when necessary to fit into the MIU of the
next link or interface.

(4) Choose a next-hop destination for each |IP datagram based on the
information in its routing database.

(5) Usually support an interior gateway protocol (IGP) to carry out
distributed routing and reachability algorithms with the other
routers in the same autononpus system |In addition, some
routers will need to support an exterior gateway protocol (EGP)
to exchange topol ogical information with other autononobus
systens. For all routers, it is essential to provide the
ability to manage static routing itens.

(6) Provide network managenent and system support facilities,

i ncludi ng | oadi ng, debuggi ng, status reporting, statistics
query, exception reporting, and control
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The classical IP router utilizing the ForCES framework constitutes a
CE running some controlling | GP and/or EGP function or static route
setup and FEs inplenmented by use of Logical Function Blocks (LFBs)
conform ng to the FE nodel [RFC5812] specification. The CE, in
conformance to the ForCES protocol [RFC5810] and the FE nodel

[ RFC5812] specifications, instructs the LFBs on the FE how to treat
recei ved/ sent packets.

Packets in an I P router are received and transnitted on physi cal
media typically referred to as "ports”. Different physical nedia
wi |l have different ways for encapsul ati ng outgoing franes and
decapsul ating incom ng franes. The different physical nedia wll
al so have different attributes that influence its behavior and how
franes get encapsul ated or decapsulated. This document will only
deal with Ethernet physical nedia. Future docunments may deal with
other types of nmedia. This document will also interchangeably refer
to a port as an abstraction that constitutes a physical [ayer (PHY)
and a Media Access Control (MAC) | ayer, as described by LFBs |ike
Et her PHYCop, Ether MACI n, and Et her MACQut .

| P packets emanating fromport LFBs are then processed by a

val idation LFB before being further forwarded to the next LFB. After
the validation process, the packet is passed to an LFB where an IP
forwardi ng decision is nade. 1In the IP Forwarding LFBs, a Longest
Prefix Match LFB is used to |l ook up the destination information in a
packet and select a next-hop index for sending the packet onward. A
next - hop LFB uses the next-hop index netadata to apply the proper
headers to the I P packets and direct themto the proper egress. Note
that in the process of |P packet processing, in this docunent, we are
adhering to the weak-host nodel [RFCl1122] since that is the nost
usabl e nodel for a packet processing a Network Elenent.

3.2. Overview of LFB Casses in the Library
It is critical to classify functional requirements into various
cl asses of LFBs and construct a typical but also flexible enough base
LFB library for various |IP forwarding equi pnents.

3.2.1. LFB Design Choices

A few design principles were factored into choosi ng what the base
LFBs | ook Ii ke:

o |If a function can be designed by either one LFB or two or nore

LFBs with the sane cost, the choice is to go with two or nore LFBs
so as to provide nore flexibility for inplenenters.
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(o]

3.2.2.

Thi

An LFB shoul d take advantage of its i ndependence as nuch as

possi bl e and have ninimal coupling with other LFBs. The coupling
may be from LFB attributes definitions as well as physical

i mpl enent ati ons.

Unl ess there is a clear difference in functionality, simlar
packet processing in the base LFB |library should not be
represented simultaneously as two or nore LFBs. For instance, it
shoul d not be simultaneously defined with two different LFBs for
the sane next-hop processing. Qherwise, it nay add extra burden
on inplenmentation to achieve interoperability.

LFB d ass G oupi ngs

s docunent defines groups of LFBs for typical router function

requirenents:

(1

(2)

(3)

Wang,

A group of Ethernet-processing LFBs are defined to abstract the
packet processing for Ethernet as the port nedia type. As

Et hernet is the nost popular nedia type with rich processing
features, Ethernet nedia processing LFBs were a natural choice.
Definitions for processing of other port nedia types |ike Packet
over SONET (POS) or Asynchronous Transfer Mde (ATM may be
incorporated in the library in future versions of this docunent
or in a separate docunent. The following LFBs are defined for
Et her net processing:

* Ether PHYCop (Section 5.1.1)

* EtherMACIn (Section 5.1.2)

* EtherC assifier (Section 5.1.3)

* EtherEncap (Section 5.1.4)

*  Ether MACQut (Section 5.1.5)

A group of LFBs are defined for |IP packet validation process.
The following LFBs are defined for |IP validation processing:

* | Pv4Validator (Section 5.2.1)
* | Pv6Validator (Section 5.2.2)

A group of LFBs are defined to abstract |P forwardi ng process.
The following LFBs are defined for |IP forwarding processing:

* | Pv4Ucast LPM (Section 5.3.1)
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* | Pv4Next Hop (Section 5.3.2)
* | Pv6Ucast LPM (Section 5. 3. 3)
* | Pv6Next Hop (Section 5.3.4)

(4) A group of LFBs are defined to abstract the process for redirect
operation, i.e., data packet transm ssion between CE and FEs.
The following LFBs are defined for redirect processing:

* Redirectln (Section 5.4.1)
* RedirectQut (Section 5.4.2)

(5) A group of LFBs are defined for abstracting sone general purpose
packet processing. These processing processes are usually
general to many processing locations in an FE LFB topol ogy. The
followi ng LFBs are defined for redirect processing:

*  Basi cMet adat aDi spatch (Section 5.5.1)
* CenericSchedul er (Section 5.5.2)
3.2.3. Sanple LFB O ass Application

Al t hough Section 7 will present use cases for the LFBs defined in

this docunent, this section shows a sinple sanple LFB cl ass

application in advance so that readers can get a quick overl ook of

the LFB classes with the usage.

Figure 1 shows a sinple LFB processing path for Ethernet packets
entered from Et hernet physical ports.

E + Hom - - +

| | Et her PHYI n | | fromsonme LFB(s) that
| [<---mmmme e | Ether |<---------- gener at e Et hernet

| | | MACQuLt | packet s

| | | LFB |

| Et her | EREEEEE +

| PHY | R +

| Cop | | |

| LFB | Et her PHYCut | Ether| to sone LFB(s) that

| [-------mmmmm - - > MAMCIn|---------- > may classify Ethernet
| | | LFB | packets and do | P-1ayer
| | | | processi ng

E + Hom - - +

Figure 1: A Sinple Sanple LFB Use Case
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In the figure, Ethernet packets from outer networks enter via the

Et her PHYCop LFB (Section 5.1.1), which describes Ethernet copper
interface properties (like the Iink speed) at the physical |ayer
After physical-layer processing, Ethernet packets are delivered to
the Ether MACIn LFB (Section 5.1.2) to describe its MAC-| ayer
processing functions (like locality check). The packets after the

Et her MACI n LFB may require further processing to inplenment various
functions (like IP-layer forwarding); therefore, sone LFBs nay foll ow
the EtherMACIn LFB in topology to describe followed processing
functions.

Meanwhi | e, packets generated by sone LFB(s) may need to be submitted
to outer physical networks. The process is described in the figure
by an Ether MACQut LFB (Section 5.1.5) at the MAC | ayer and the

Et her PHYCop LFB at the physical [|ayer

3. 3. Docunent Structure

Base type definitions, including data types, packet frane types, and
nmet adata types, are presented in advance for definitions of various
LFB cl asses. Section 4 ("Base Types") provides a description on the
base types used by this LFB library. To enabl e extensive use of
these base types by other LFB class definitions, the base type
definitions are provided as a separate library.

Wthin every group of LFB classes, a set of LFBs are defined for

i ndi vi dual function purposes. Section 5 ("LFB C ass Descriptions")
provi des text descriptions on the individual LFBs. Note that for a
complete definition of an LFB, a text description and an XM
definition are required.

LFB cl asses are finally defined by XM. with specifications and schema
defined in the ForCES FE nodel [RFC5812]. Section 6 ("XM. for LFB

Li brary") provides the conplete XML definitions of the base LFB

cl asses library.

Section 7 provides several use cases on how sone typical router
functions can be inplenented using the base LFB library defined in
this docunent.

4. Base Types
The FE nodel [RFC5812] has specified predefined (built-in) atonic
data types: char, uchar, intl1l6, uintl6, int32, uint32, int64, uint64,

string[N], string, byte[N, boolean, octetstring[N, float16,
fl oat 32, and fl oat 64.
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Note that, unlike the Sinple Network Managenent Protocol (SNWP)

i nformati on nodel, called the Structure of Managenent |nformation
(SM) [RFC2578], the FE nodel has not defined specific atonmic data
types for counting purposes. This docunent also does not define
specific counter types. To describe LFB elenments for packet
statistics, which actually requires counters on packets, an unsigned

integer, like an uint32 or an uint64, is adopted. This docunent
states that any LFB el enent defined for counting purposes is
specified to nonotonically increase until it reaches a maxi num val ue,

when it wraps around and starts increasing again fromzero. This
docunent al so states that how the unsigned integer el enent mght be
mai ntai ned to cope with issues |ike counter discontinuities when a
counter waps or is reset for any reason is an inplenentation’s
issue. |If a CEis expected to understand nore neani ngs of the
counter elenment than stated above, a private definition on the

el ement between the CE and FE may be required.

Based on the atonic data types and with the use of type definition
el ements in the FE nodel XML schenma, new data types, packet frame
types, and netadata types can be defi ned.

To define a base LFB library for typical router functions, a set of
base data types, frane types, and netadata types should be defined.
This section provides a brief description of the base types and a
full XM definition of themas well.

The base type XML definitions are provided with a separate XM
library file naned "BaseTypeLibrary". Users can refer to this
library by the statenent:

<l oad |i brary="BaseTypelLi brary" location="..."/>
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Data types defined in the base type library are categorized by the

foll owi ng types:

1. Atonmic

atom c, compound struct, and compound array.

The following data types are defined as atonic data types and put in
the base type library:

Dat a Type Nane

Brief Description

| Pv4Addr | Pv4 address

| Pv6Addr | Pv6 address

| EEEVAC | EEE MAC addr ess
LANSpeedType LAN speed by val ue types
Dupl exType Dupl ex types

Port St at usType

VI anl DType

VI anPriorityType
SchdDi sci pl i neType

The possible types of port status, used for
bot h adm nistrative and operative status
The type of VLAN ID

The type of VLAN priority

Schedul i ng discipline type

2. Conpound Struct

The follow ng conpound struct types are defined in the base type

library:

Dat a Type Nane

Et her Di spat chEntryType
VI anl nput Tabl eEnt ryType
EncapTabl eEntryType
MACI nSt at sType

MACCut St at sType

Et her d assi fySt at sType

| Pv4Prefi xl nfoType

| Pv6Prefi xI nf oType

| Pv4Next Hopl nf oType

| Pv6Next Hopl nf oType

| Pv4Val i dat or St at sType
| Pv6Val i dat or St at sType
| Pv4Ucast LPMSt at sType

| Pv6Ucast LPMSt at sType
QueueSt at sType

Met adat aDi spat chType

et al.

Brief Description

Entry type Et hernet di spatch table
Entry type for VLAN input table
Entry type Et hernet encapsul ation table

Statistics
Statistics
Entry type

Et herd assifi er

type for
type for
for statistics table in

Et her MACI n LFB
Et her MACCQut LFB

LFB

Entry type | Pv4 prefix table
Entry type | Pv6 prefix table
Entry type | Pv4 next-hop table
Entry type | Pv6 next-hop table

Statistics
Statistics
Statistics
Statistics
Entry type
Entry type

St andards Track

type in I Pv4validator
type in | Pv6validator
type in | Pv4Ucast LPM LFB
type in I Pv6Ucast LPM LFB
for queue depth table

for metadata dispatch table

LFB
LFB
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4.

4.

1.3. Conpound Array

2.

Compound array types are nostly created based on conpound struct
types for LFB tabl e conmponents. The follow ng conmpound array types
are defined in this base type library:

Data Type Name Brief Description

Et her d assi fySt at sTabl eType Type for Ethernet classifier statistics
information table

Et her Di spat chTabl eType Type for Ethernet dispatch table

VI anl nput Tabl eType Type for VLAN input table

EncapTabl eType Type for Ethernet encapsul ation table
| Pv4Prefi xTabl eType Type for IPv4 prefix table

| Pv6Prefi xTabl eType Type for 1 Pv6 prefix table

| Pv4Next HopTabl eType Type for 1 Pv4 next-hop table

| Pv6Next HopTabl eType Type for 1 Pv6 next-hop table

Met adat aDi spat chTabl eType Type for Metadata dispatch table
QueueSt at sTabl eType Type for Queue depth table

Frame Types

According to the FE nodel [RFC5812], frame types are used in LFB
definitions to define packet frane types that an LFB expects at its

i nput port and that the LFB enits at its output port. The <franeDef>
element in the FE nodel is used to define a new frane type

The following frame types are defined in the base type library:

Frane Nane Brief Description

Et hernet | | An Ethernet Il frame

ARP An ARP packet frame

| Pv4 An | Pv4 packet frame

| Pv6 An | Pv6 packet frane

| Pv4Uni cast An | Pv4 uni cast packet franme

| Pv4Mul ti cast An | Pv4 nulticast packet frame
| Pv6Uni cast An | Pv6 uni cast packet frame

| Pv6MIl ti cast An | Pv6 nulticast packet frame
Arbitrary Any type of packet franes
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4.3. Metadata Types

LFB netadata is used to conmuni cate per-packet state fromone LFB to
anot her. The <netadataDef> elenent in the FE nodel is used to define
a new net adata type.

The following netadata types are currently defined in the base type
library.

Met adata Nanme Metadata ID Brief Description

PHYPort | D 1 Met adat a i ndicating a physical port ID

Sr cVAC 2 Met adat a i ndicating a source MAC address

Dst MAC 3 Met adat a i ndicating a destination MAC
addr ess

Logi cal Port1D 4 Met adata of a | ogical port ID

Et her Type 5 Met adat a i ndi cating an Et hernet type
VI anl D 6 Met adata of a VLAN ID

VIanPriority 7 Met adata of a VLAN priority

Next Hopl Pv4Addr 8 Met adat a representing a next-hop |Pv4

addr ess
Next Hopl Pv6Addr 9 Met adat a representing a next-hop | Pv6
addr ess
HopSel ect or 10 Met adat a i ndicating a hop sel ector
Exceptionl D 11 Met adat a i ndi cating exception types for
exceptional cases during LFB processing
Val i dateErrorl D 12 Met adata i ndicating error types when a
packet passes validation process
L3Port1 D 13 Met adata indicating ID of an L3 | ogica
port
Redi r ect | ndex 14 Met adata that CE sends to Redirectln LFB

i ndi cating an associ ated packet a group
out put port index of the LFB

Medi aEncapl nf ol ndex 15 A search key a packet uses to look up a
table in related LFBs to select an
encapsul ati on nedi a
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4.4, XM for Base Type Library

<?xm version="1.0" encodi ng="UTF-8"?>
<LFBLi brary xm ns="urn:ietf:parans: xm : ns:forces:|fbnodel:1.0"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
provi des="BaseTypeLi brary">
<f r ameDef s>
<f r ameDef >
<name>Et her net Al | </ nanme>
<synopsi s>Packet wi th any Ethernet type</synopsis>
</ franmeDef >
<f r ameDef >
<nane>Et her net | | </ name>
<synopsi s>Packet with Ethernet Il type</synopsis>
</ frameDef >
<f r aneDef >
<nanme>ARP</ name>
<synopsi s>ARP packet </ synopsi s>
</ f r ameDef >
<f r ameDef >
<name>| Pv4</ nane>
<synopsi s>l Pv4 packet </ synopsi s>
</ franmeDef >
<f r ameDef >
<nanme>| Pv6</ nane>
<synopsi s>l Pv6 packet </ synopsi s>
</ frameDef >
<f r aneDef >
<nane>| Pv4Uni cast </ name>
<synopsi s>l Pv4 uni cast packet </ synopsi s>
</ f r ameDef >
<f r ameDef >
<name>| Pv4Mul ti cast </ name>
<synopsi s>l Pv4 nul ti cast packet </ synopsi s>
</ franmeDef >
<f r ameDef >
<nane>| Pv6Uni cast </ name>
<synopsi s>l Pv6 uni cast packet </ synopsi s>
</ frameDef >
<f r aneDef >
<name>| Pv6Mul ti cast </ name>
<synopsi s>l Pv6 nul ti cast packet </ synopsi s>
</ f r ameDef >
<f r ameDef >
<name>Ar bi t r ar y</ name>
<synopsi s>Any type of packet</synopsis>
</ franmeDef >
</ frameDef s>
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<dat aTypeDef s>
<dat aTypeDef >
<nane>| Pv4Addr </ nane>
<synopsi s>l Pv4 addr ess</ synopsi s>
<typeRef >byt e[ 4] </ t ypeRef >
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv6Addr </ nane>
<synopsi s>l Pv6 addr ess</synopsi s>
<t ypeRef >byt e[ 16] </ t ypeRef >
</ dat aTypeDef >
<dat aTypeDef >
<nane>| EEEMAC</ nanme>
<synopsi s>l EEE MAC addr ess</ synopsi s>
<t ypeRef >byt e[ 6] </t ypeRef >
</ dat aTypeDef >
<dat aTypeDef >
<nanme>LANSpeedType</ nane>
<synopsi s>LAN speed type</synopsi s>
<at om c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0x00000000" >
<name>LAN_SPEED NONE</ nane>
<synopsi s>Not hi ng connect ed</ synopsi s>
</ speci al vVal ue>
<speci al Val ue val ue="0x00000001" >
<nane>LAN SPEED 10M/ name>
<synopsi s>10M Et her net </ synopsi s>
</ speci al val ue>
<speci al Val ue val ue="0x00000002" >
<nane>LAN_SPEED 100Mk/ name>
<synopsi s>100M Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000003" >
<name>LAN SPEED 1G</ nane>
<synopsi s>1G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000004" >
<nane>LAN SPEED 10G&</ nane>
<synopsi s>10G Et her net </ synopsi s>
</ speci al val ue>
<speci al Val ue val ue="0x00000005" >
<nanme>LAN_SPEED 40G</ name>
<synopsi s>40G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000006" >
<name>LAN _SPEED 100G</ nane>
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<synopsi s>100G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000007" >
<nane>LAN SPEED 400G</ nane>
<synopsi s>400G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000008" >
<nanme>LAN_SPEED 1T</ nane>
<synopsi s>1T Et her net </ synopsi s>
</ speci al vVal ue>
<speci al Val ue val ue="0x00000009" >
<name>LAN _SPEED OTHER</ nane>
<synopsi s> her LAN speed type</synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x0000000A" >
<nane>LAN SPEED AUTO</ nane>
<synopsi s>LAN speed by aut o negoti ati on</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ at omi c>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Dupl exType</ nane>
<synopsi s>Dupl ex nobde type</synopsi s>
<at omi c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0x00000001" >
<nanme>Aut o</ nane>
<synopsi s>Aut 0 negoti ati on</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000002" >
<nane>Hal f Dupl ex</ name>
<synopsi s>Hal f dupl ex</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000003" >
<nane>Ful | Dupl ex</ nane>
<synopsi s>Ful | dupl ex</ synopsi s>
</ speci al vVal ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<name>Por t St at usType</ name>
<synopsi s>
Type for port status, used for both admi nistrative and
operative status.
</ synopsi s>
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<at om c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<nane>Di sabl ed</ name>
<synopsi s>Port di sabl ed</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="1">
<nanme>Up</ name>
<synopsi s>Port up</synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="2">
<nanme>Down</ nane>
<synopsi s>Port down</synopsi s>
</ speci al vVal ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<name>MACI nSt at sType</ name>
<synopsi s>
Data type defined for statistics in EtherMACIn LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>NunPacket sRecei ved</ name>
<synopsi s>Nunber of packets recei ved</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>NunPacket sDr opped</ nane>
<synopsi s>Nunber of packets dropped</synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>MACQut St at sType</ nane>
<synopsi s>
Data type defined for statistics in Ether MACOut LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<name>NunPacket sTransmi t t ed</ name>
<synopsi s>Nunber of packets transmtted</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="2">
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<name>NunPacket sDr opped</ nane>
<synopsi s>Nunber of packets dropped</synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Et her Di spat chEnt r yType</ name>
<synopsi s>
Data type defined for entry of Ethernet dispatch
table in EtherC assifier LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nanme>Logi cal Port | D</ name>
<synopsi s>Logi cal port |D</synopsis>
<t ypeRef >ui nt 32</t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Et her Type</ name>
<synopsi s>
The Ethernet type of the Ethernet packet.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent component| D="3">
<nanme>Reser ved</ nane>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packing efficiency.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent comnponent| D="4">
<name>LFBQut put Sel ect | ndex</ nane>
<synopsi s>
Index for a packet to select an instance in the
group output port of Etherdassifier LFB to output.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
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<name>Et her Di spat chTabl eType</ nanme>
<synopsi s>
Data type defined for Ethernet dispatch table in
Et herd assifier LFB. The table is conposed of an array
of entries with EtherDi spatchEntryType data type.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >Et her Di spat chEnt ryType</t ypeRef >
</array>
</ dat aTypeDef >
<dat aTypeDef >
<nane>VI anl DType</ nane>
<synopsi s>Data type for VLAN | D</synopsi s>
<at om c>
<baseType>ui nt 16</ baseType>
<rangeRestriction>
<al | omedRange m n="0" nmax="4095"/>
</rangeRestriction>
</ at om c>
</ dat aTypeDef >
<dat aTypeDef >
<name>VI anPriorityType</ name>
<synopsi s>Data type for VLAN priority</synopsis>
<at omi c>
<baseType>uchar </ baseType>
<rangeRestri ction>
<al | onedRange m n="0" nmax="7"/>
</rangeRestriction>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<nane>VI anl nput Tabl eEnt r yType</ name>
<synopsi s>
Data type for entry of VLAN input table in Etherd assifier
LFB. Each entry of the table contains an incomng port ID,
a VLAN ID and a logical port ID. Every input packet is
assigned with a new logical port ID according to the
packet inconming port ID and the VLAN |ID.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<namne>l ncom ngPor t | D</ nanme>
<synopsi s>The i nconi ng port |D</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent component| D="2">
<nane>VI anl D</ nanme>
<synopsi s>The VLAN | D</ synopsi s>
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<t ypeRef >Vl anl DType</t ypeRef >
</ conponent >
<conponent component| D="3">
<name>Reser ved</ name>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packing efficiency.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<name>Logi cal Port | D</ nanme>
<synopsi s>The | ogi cal port |D</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>VI anl nput Tabl eType</ nanme>
<synopsi s>
Data type for the VLAN input table in Etherd assifier
LFB. The table is conposed of an array of entries with
VI anl nput Tabl eEnt r yType.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >Vl anl nput Tabl eEnt ryType</t ypeRef >
</array>
</ dat aTypeDef >
<dat aTypeDef >
<name>Et her d assi f ySt at sType</ nanme>
<synopsi s>
Data type for entry of statistics table in Etherd assifier
LFB.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<name>Et her Type</ nane>
<synopsi s>
The Ethernet type of the Ethernet packet.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Reser ved</ nane>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packing efficiency.
</ synopsi s>
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<t ypeRef >ui nt 16</t ypeRef >
</ conponent >
<conponent component| D="3">
<name>Packet sNunx/ nane>
<synopsi s>Packet s nunber </ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Et her d assi f ySt at sTabl eType</ nane>
<synopsi s>
Data type for statistics table in EtherC assifier LFB
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >Et her O assi f ySt at sType</t ypeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<name>| Pv4Val i dat or St at sType</ nanme>
<synopsi s>
Data type for statistics in |Pv4validator LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nanme>badHeader Pkt s</ name>
<synopsi s>Nunber of packets with bad header </ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>badTot al Lengt hPkt s</ nanme>
<synopsi s>
Nunmber of packets with bad total |ength
</ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>badTTLPkt s</ name>
<synopsi s>Nunber of packets with bad TTL</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="4">
<nane>badChecksunPkt s</ name>
<synopsi s>Nunber of packets w th bad checksunx/synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
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<dat aTypeDef >
<nane>| Pv6Val i dat or St at sType</ name>
<synopsi s>
Data type for statistics in |IPv6validator LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>badHeader Pkt s</ name>
<synopsi s>Nunber of packets with bad header </ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>badTot al Lengt hPkt s</ nanme>
<synopsi s>
Nunber of packets with bad total I|ength.
</ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>badHopLi m t Pkt s</ nane>
<synopsi s>
Number of packets with bad hop limt.
</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv4Pr efi xI nf oType</ name>
<synopsi s>Data type for entry of |1Pv4 |ongest prefix match
table in | Pv4Ucast LPM LFB. The destination | Pv4 address
of every input packet is used as a search key to | ook up
the table to find out a next-hop sel ector.</synopsis>
<struct>
<conponent comnponent| D="1">
<nane>| Pv4Addr ess</ nane>
<synopsi s>The destination | Pv4 address</synopsi s>
<t ypeRef >| Pv4Addr </t ypeRef >
</ conponent >
<conponent component| D="2">
<nane>Pr ef i x| en</ name>
<synopsi s>The prefix | ength</synopsi s>
<at om c>
<baseType>uchar </ baseType>
<rangeRestri ction>
<al | onedRange m n="0" nax="32"/>
</rangeRestriction>
</ at om c>

Wang, et al. St andards Track [ Page 24]



RFC 6956 For CES LFB Library June 2013

</ conponent >
<conponent component| D="3">
<name>ECMPFI ag</ nanme>
<synopsi s>The ECMWP fl ag</synopsi s>
<at om c>
<baseType>bool ean</ baseType>
<speci al Val ues>
<speci al Val ue val ue="fal se">
<nanme>Fal se</ name>
<synopsi s>
ECVWP fal se, indicating the route
does not have nultiple next hops.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="true">
<nane>Tr ue</ nane>
<synopsi s>
ECVP true, indicating the route
has nultiple next hops.
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ conponent >
<conponent conponent| D="4">
<name>Def aul t Rout eFl ag</ nanme>
<synopsi s>Default route flag</synopsis>
<at om c>
<baseType>bool ean</ baseType>
<speci al Val ues>
<speci al Val ue val ue="fal se">
<nanme>Fal se</ name>
<synopsi s>
Default route false, indicating the
route is not a default route.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="true">
<nanme>Tr ue</ nane>
<synopsi s>
Default route true, indicating the
route is a default route.
</ synopsi s>
</ speci al vVal ue>
</ speci al Val ues>
</ atom c>
</ conponent >
<conponent conponent| D="5">
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<nane>Reser ved</ nane>
<synopsi s>
A reserved bit space nmainly for purpose of padding
and packing efficiency.
</ synopsi s>
<t ypeRef >uchar </ t ypeRef >
</ conponent >
<conponent component| D="6">
<nanme>HopSel ect or </ name>
<synopsi s>
The HopSel ector produced by the prefix matching LFB
which will be output to downstream LFB to find next-
hop i nformation.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv4Pr ef i xTabl eType</ name>
<synopsi s>
Data type for 1 Pv4 | ongest prefix nmatch table in
| PvdUcast LPM LFB. Entry of the table is
of | Pv4PrefixlnfoType data type
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef > Pv4Prefi xl nf oType</t ypeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<name>| Pv4Ucast LPMSt at sType</ nanme>
<synopsi s>
Data type for statistics in | Pv4dUcast LPM LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<name>| nRcvdPKkt s</ name>
<synopsi s>Nunber of received input packets.</synopsis>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>FwdPkt s</ name>
<synopsi s>Nunber of forwarded packets. </synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent component| D="3">
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<nane>NoRout ePkt s</ name>
<synopsi s>
Number of packets with no route found.
</ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>| Pv6Pr ef i xI nf oType</ name>
<synopsi s>Data type for entry of 1Pv6 |ongest prefix match
table in | Pv6éUcast LPM LFB. The destination |Pv6 address
of every input packet is used as a search key to | ook up
the table to find out a next-hop sel ector.</synopsi s>
<struct>
<conponent component| D="1">
<nane>| Pv6Addr ess</ nanme>
<synopsi s>The destination | Pv6 address</synopsi s>
<t ypeRef > Pv6Addr </ t ypeRef >
</ conponent >
<conponent component| D="2">
<nane>Pr ef i x| en</ name>
<synopsi s>The prefix | ength</synopsis>
<at om c>
<baseType>uchar </ baseType>
<rangeRestri ction>
<al | onedRange mi n="0" nax="128"/>
</rangeRestricti on>
</ atom c>
</ conponent >
<conponent conponent| D="3">
<name>ECMPFI ag</ nanme>
<synopsi s>ECMP fl ag</ synopsi s>
<at om c>
<baseType>bool ean</ baseType>
<speci al Val ues>
<speci al Val ue val ue="fal se">
<nanme>Fal se</ name>
<synopsi s>ECWVP f al se</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="true">
<nanme>Tr ue</ nane>
<synopsi s>ECWP true</synopsi s>
</ speci al vVal ue>
</ speci al Val ues>
</ atom c>
</ conponent >
<conponent conponent| D="4">
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<namne>Def aul t Rout eFl ag</ nane>
<synopsi s>Default route flag</synopsis>
<at om c>
<baseType>bool ean</ baseType>
<speci al Val ues>
<speci al Val ue val ue="fal se">
<name>Fal se</ name>
<synopsi s>Defaul t fal se</synopsi s>
</ speci al vVal ue>
<speci al Val ue val ue="true">
<nanme>Tr ue</ nane>
<synopsi s>Default route true</synopsis>
</ speci al Val ue>
</ speci al Val ues>
</ at omi c>
</ conponent >
<conponent conponent| D="5">
<nane>Reser ved</ nane>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packing efficiency.
</ synopsi s>
<t ypeRef >uchar </ t ypeRef >
</ conponent >
<conponent conponent| D="6">
<nane>HopSel ect or </ name>
<synopsi s>
The HopSel ector produced by the prefix matching LFB
which will be output to downstream LFB to find next-
hop i nformati on
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>| Pv6Pr ef i xTabl eType</ nanme>
<synopsi s>
Data type for 1 Pv6 | ongest prefix match table in
| Pv6Ucast LPM LFB. Entry of the table is
of |1 Pv6PrefixlnfoType data type
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef > Pv6Prefi xl nf oType</t ypeRef >
</array>
</ dat aTypeDef >
<dat aTypeDef >
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<name>| Pv6Ucast LPMSt at sType</ nanme>
<synopsi s>Data type for statistics in |IPv6Ucast LPM LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>| nRevdPkt s</ name>
<synopsi s>Nunber of received input packets</synopsis>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent component| D="2">
<nanme>FwdPkt s</ nane>
<synopsi s>Nunber of forwarded packets</synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent component| D="3">
<name>NoRout ePkt s</ name>
<synopsi s>
Nunmber of packets with no route found.
</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>| Pv4Next Hopl nf oType</ nanme>
<synopsi s>
Data type for entry of |IPv4 next-hop information table
in | PvdNext Hop LFB. The table uses a hop sel ector
recei ved fromupstream LFB as a search key to | ook up
i ndex of the table to find the next-hop information
</ synopsi s>
<struct>
<conponent component| D="1">
<name>L3Port | D</ name>
<synopsi s>
The I D of the logical output port that is to pass
ont o downstream LFB, indicating what port to the
nei ghbor is as defined by L3.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nanme>MTU</ name>
<synopsi s>
Maxi mum Transni ssion Unit for outgoing port
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
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<conponent conponent| D="3">
<nanme>Next Hopl PAddr </ name>
<synopsi s>The next-hop | Pv4 address</synopsi s>
<t ypeRef > Pv4Addr </ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<name>Medi aEncapl nf ol ndex</ name>
<synopsi s>
The index passed onto a downstream encapsul ation
LFB, used there as a search key to | ookup further
encapsul ati on i nformation
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent comnponent| D="5">
<name>LFBQut put Sel ect | ndex</ nane>
<synopsi s>
The index for the | PvdNextHop LFB to choose an
instance in the group output port of the LFB to
out put .
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>| Pv4Next HopTabl eType</ nane>
<synopsi s>
Data type for |1 Pv4 next-hop table in |IPv4Next Hop LFB
Entry of the table is of |Pv4Next Hopl nfoType data type.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef > Pv4Next Hopl nf oType</t ypeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<name>| Pv6Next Hopl nf oType</ nanme>
<synopsi s>
Data type for entry of IPv6 next-hop information table
in | Pv6Next Hop LFB. The table uses a hop sel ector
recei ved fromupstream LFB as a search key to | ook up
i ndex of the table to find the next-hop infornmation
</ synopsi s>
<struct>
<conponent component| D="1">
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<nanme>L3Port | D</ nane>
<synopsi s>
The I D of the logical output port that is to pass
ont o downstream LFB, indicating what port to the
nei ghbor is as defined by L3.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent component| D="2">
<name>MI'U</ name>
<synopsi s>
Maxi mum Transni ssion Unit for outgoing port
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent comnponent| D="3">
<name>Next Hopl PAddr </ name>
<synopsi s>The next-hop | Pv6 address</synopsi s>
<t ypeRef > Pv6Addr </ t ypeRef >
</ conponent >
<conponent comnponent| D="4">
<name>Medi aEncapl nf ol ndex</ name>
<synopsi s>
The i ndex passed onto a downstream encapsul ati on
LFB, used there as a search key to | ookup further
encapsul ati on i nformation.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="5">
<name>LFBQut put Sel ect | ndex</ nane>
<synopsi s>
The index for the | Pv6Next Hop LFB to choose an instance
in the group output port of the LFB to output.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv6Next HopTabl eType</ nane>
<synopsi s>
Data type for | Pv6 next-hop table in | Pv6Next Hop LFB
Entry of the table is of |Pv6NextHopl nfoType data type.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef > Pv6Next Hopl nf oType</t ypeRef >
</ array>
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</ dat aTypeDef >
<dat aTypeDef >
<nanme>EncapTabl eEnt r yType</ name>
<synopsi s>
Data type for entry of Ethernet encapsulation table in
Et herEncap LFB. The LFB uses the Medi aEncapl nf ol ndex
recei ved fromupstream LFB as index of the table to
find encapsul ation informati on of every packet.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<name>Dst Mac</ name>
<synopsi s>
Destinati on MAC address for Ethernet encapsul ati on of
t he packet.
</ synopsi s>
<t ypeRef >| EEEMAC</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Sr cMac</ name>
<synopsi s>
Source MAC address for Ethernet encapsul ation of the
packet .
</ synopsi s>
<t ypeRef > EEEMAC</ t ypeRef >
</ conponent >
<conponent component| D="3">
<name>VI anl D</ name>
<synopsi s>The VLAN I D assigned to the packet</synopsi s>
<t ypeRef >Vl anl DType</t ypeRef >
</ conponent >
<conponent conponent| D="4">
<nanme>Reser ved</ nane>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packing efficiency.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent component| D="5">
<name>L2Por t | D</ name>
<synopsi s>
The L2 |l ogical output port ID for the packet.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
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<dat aTypeDef >
<name>EncapTabl eType</ nanme>
<synopsi s>
Data type for Ethernet encapsul ation table in EtherEncap
LFB. Entry of the table is of EncapTabl eEntryType data
type.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >EncapTabl eEnt ryType</t ypeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<name>Met adat aDi spat chType</ nane>
<synopsi s>
Data type for entry of netadata dispatch table used in
Basi cMet adat aDi spatch LFB. The LFB uses a netadata val ue
as a search key to look up the table to find an index of
the LFB group output port to output the packet.
</ synopsi s>
<struct>
<conponent component| D="1">
<name>Met adat aVal ue</ name>
<synopsi s>The val ue of the dispatch netadata</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent component| D="2">
<nanme>Qut put | ndex</ name>
<synopsi s>
I ndex of a group output port for outgoing packets.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>Met adat aDi spat chTabl eType</ nane>
<synopsi s>
Data type for netadata dispatch table used in
Basi cMet adat aDi spatch LFB. Metadata val ue of
the table is also defined as a content key field.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >Met adat aDi spat chType</t ypeRef >
<cont ent Key cont ent Keyl D="1">
<cont ent KeyFi el d>Met adat aVal ue</ cont ent KeyFi el d>
</ cont ent Key>
</ array>
</ dat aTypeDef >
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<dat aTypeDef >
<nane>SchdDi sci pl i neType</ name>
<synopsi s>Schedul i ng di sci pline type</synopsi s>
<at om c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="1">
<name>RR</ nane>
<synopsi s>
Round Robi n schedul i ng di scipline
</ synopsi s>
</ speci al val ue>
</ speci al Val ues>
</ at omi c>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>QueuesSt at sType</ nanme>
<synopsi s>
Data type for entry of queue statistics table in
Generi cSchedul er LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nanme>Queuel D</ nane>
<synopsi s>The i nput queue | D</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent component| D="2">
<nanme>QueueDept hl nPacket s</ nanme>
<synopsi s>Current queue depth in packets</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent component| D="3">
<name>QueueDept hl nByt es</ nane>
<synopsi s>Current queue depth in bytes</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>QueuesSt at sTabl eType</ nanme>
<synopsi s>
Data type for queue statistics table in GenericSchedul er
LFB. Entry of the table is of QueueStatsType data type
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >QueueSt at sType</t ypeRef >
</ array>

Wang, et al. St andards Track [ Page 34]



RFC 6956 For CES LFB Library June 2013

</ dat aTypeDef >
</ dat aTypeDef s>
<met adat aDef s>
<net adat aDef >
<nanme>PHYPor t | D</ nanme>
<synopsi s>Met adat a i ndi cati ng physical port |D</synopsis>
<met adat al D>1</ met adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
<net adat aDef >
<name>Sr cMAC</ nanme>
<synopsi s>Met adat a i ndi cati ng source MAC addr ess</synopsi s>
<met adat al D>2</ met adat al D>
<t ypeRef >| EEEMAC</ t ypeRef >
</ met adat aDef >
<net adat aDef >
<nanme>Dst MAC</ nanme>
<synopsi s>
Met adat a i ndi cati ng destinati on MAC address.
</ synopsi s>
<net adat al D>3</ net adat al D>
<t ypeRef > EEEMAC</ t ypeRef >
</ met adat aDef >
<met adat aDef >
<name>Logi cal Port | D</ name>
<synopsi s>Met adat a of |ogical port |ID</synopsis>
<nmet adat al D>4</ net adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
<met adat aDef >
<name>Et her Type</ nane>
<synopsi s>Met adat a i ndi cati ng Ethernet type</synopsis>
<net adat al D>5</ net adat al D>
<t ypeRef >ui nt 16</t ypeRef >
</ met adat aDef >
<met adat aDef >
<nanme>VI anl D</ name>
<synopsi s>Met adat a of VLAN | D</ synopsi s>
<net adat al D>6</ net adat al D>
<t ypeRef >Vl anl DType</t ypeRef >
</ met adat aDef >
<met adat aDef >
<name>VI anPri orit y</ nane>
<synopsi s>Met adata of VLAN priority</synopsis>
<nmet adat al D>7</ net adat al D>
<typeRef >Vl anPriorityType</typeRef >
</ met adat aDef >
<met adat aDef >
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<name>Next Hopl Pv4Addr </ nane>
<synopsi s>
Met adat a representing a next-hop | Pv4 address
</ synopsi s>
<net adat al D>8</ net adat al D>
<t ypeRef > Pv4Addr </ t ypeRef >
</ met adat aDef >
<met adat aDef >
<name>Next Hopl Pv6Addr </ nane>
<synopsi s>
Met adat a representing a next-hop | Pv6 address
</ synopsi s>
<met adat al D>9</ met adat al D>
<t ypeRef >| Pv6Addr </t ypeRef >
</ met adat aDef >
<net adat aDef >
<nanme>HopSel ect or </ nanme>
<synopsi s>Met adata i ndicati ng a hop sel ect or </ synopsi s>
<met adat al D>10</ net adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
<net adat aDef >
<nanme>Except i onl D</ nanme>
<synopsi s>
Met adat a i ndi cati ng exception types for exceptional cases
during packet processing.
</ synopsi s>
<met adat al D>11</ net adat al D>
<at om c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<nanme>AnyUnr ecogni zedExcept i onCase</ nane>
<synopsi s>Any unrecogni zed excepti on case</synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="1">
<nanme>C assi f yNoMat chi ng</ nanme>
<synopsi s>
Exception case: no matching of tables in
Et herd assifier LFB
</ synopsi s>
</ speci al val ue>
<speci al Val ue val ue="2">
<nane>Medi aEncapl nf ol ndex| nval i d</ name>
<synopsi s>
Exception case: the Medi aEncapl nfol ndex val ue of
the packet is invalid and cannot be allocated in
the EncapTabl e in EtherEncap LFB
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</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="3">
<name>EncapTabl eLookupFai | ed</ name>
<synopsi s>
Exception case: the packet fails | ookup of the
EncapTabl e tabl e in EtherEncap LFB even though the
Medi aEncapl nf ol ndex is valid.
</ synopsi s>
</ speci al vVal ue>
<speci al Val ue val ue="4">
<name>BadTTL</ name>
<synopsi s>
Exception case: packet with expired TTL
</ synopsi s>
</ speci al vVal ue>
<speci al Val ue val ue="5">
<nane>| Pv4Header Lengt hM snat ch</ nanme>
<synopsi s>
Exception case: packet with header length nore
than 5 words.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="6">
<name>Rout er Al ert Opt i ons</ nanme>
<synopsi s>
Exception case: packet |P head includes router
alert options.
</ synopsi s>
</ speci al val ue>
<speci al Val ue val ue="7">
<nane>| Pv6HopLi ni t Zer o</ nane>
<synopsi s>
Exception case: packet with the hop linmt to zero.
</ synopsi s>
</ speci al val ue>
<speci al Val ue val ue="8">
<nane>| Pv6Next Header HBH</ name>
<synopsi s>
Exception case: packet with next header set to
Hop- by- Hop.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="9">
<name>Sr cAddr essExcept i on</ name>
<synopsi s>
Exception case: packet wi th exceptional source
addr ess.
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</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="10">
<name>Dst Addr essExcept i on</ name>
<synopsi s>
Exception case: packet with exceptional destination
addr ess.
</ synopsi s>
</ speci al vVal ue>
<speci al Val ue val ue="11">
<nanme>LPM.ookupFai | ed</ nane>
<synopsi s>
Exception case: packet failed the LPMtable | ookup
ina prefix match LFB
</ synopsi s>
</ speci al vVal ue>
<speci al Val ue val ue="12">
<nanme>HopSel ect or | nval i d</ name>
<synopsi s>
Exception case: HopSel ector for the packet is
i nvalid.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="13">
<name>Next HopLookupFai | ed</ name>
<synopsi s>
Exception case: packet failed | ookup of a next-hop
tabl e even though HopSel ector is valid.
</ synopsi s>
</ speci al val ue>
<speci al Val ue val ue="14">
<nane>Fr agRequi r ed</ nane>
<synopsi s>
Exception case: packet fragmentation is required
</ synopsi s>
</ speci al val ue>
<speci al Val ue val ue="15">
<nane>Met adat aNoMat chi ng</ name>
<synopsi s>
Exception case: there is no matchi ng when | ooki ng
up the netadata dispatch table in
Basi cMet adat aDi spatch LFB
</ synopsi s>
</ speci al vVal ue>
</ speci al Val ues>
</ atom c>
</ met adat aDef >
<met adat aDef >
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<nane>Val i dat eEr r or | D</ nanme>
<synopsi s>
Met adata i ndicating error types when a packet passes
val i dati on process.
</ synopsi s>
<met adat al D>12</ net adat al D>
<at om c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<nanme>AnyUnr ecogni zedVal i dat eEr r or Case</ nane>
<synopsi s>
Any unrecogni zed validate error case.
</ synopsi s>
</ speci al vVal ue>
<speci al Val ue val ue="1">
<nane>l nval i dl Pv4Packet Si ze</ name>
<synopsi s>
Error case: packet length reported by the link
layer is less than 20 bytes.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="2">
<nanme>Not | Pv4Packet </ name>
<synopsi s>
Error case: packet is not |IP version 4</synopsis>
</ speci al vVal ue>
<speci al Val ue val ue="3">
<nane>| nval i dl Pv4Header Lengt hSi ze</ nane>
<synopsi s>
Error case: packet with header length field in
t he header |ess than 5 words.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="4">
<name>l nval i dl Pv4Lengt hFi el dSi ze</ nanme>
<synopsi s>
Error case: packet with total length field in the
header | ess than 20 bytes.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="5">
<nane>| nval i dl Pv4Checksunx/ name>
<synopsi s>
Error case: packet with invalid checksum
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="6">
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<nane>| nval i dl Pv4Sr cAddr </ name>
<synopsi s>
Error case: packet with invalid | Pv4 source
addr ess.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="7">
<nane>| nval i dl Pv4Dst Addr </ name>
<synopsi s>
Error case: packet with invalid |IPv4 destination
addr ess.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="8">
<name>| nval i dl Pv6Packet Si ze</ name>
<synopsi s>
Error case: packet size is less than 40 bytes.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="9">
<nanme>Not | Pv6Packet </ name>
<synopsi s>
Error case: packet is not IP version 6
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="10">
<nane>| nval i dl Pv6Sr cAddr </ name>
<synopsi s>
Error case: packet with invalid I Pv6 source address.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="11">
<nane>| nval i dl Pv6Dst Addr </ name>
<synopsi s>
Error case: packet with invalid IPv6 destination
addr ess.
</ synopsi s>
</ speci al vVal ue>
</ speci al Val ues>
</ atom c>
</ met adat aDef >
<met adat aDef >
<nanme>L3Port | D</ nane>
<synopsi s>
Met adata indicating ID of an L3 |ogical port
</ synopsi s>
<net adat al D>13</ net adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
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</ met adat aDef >
<met adat aDef >
<name>Redi r ect | ndex</ name>
<synopsi s>
Met adata that CE sends to Redirectln LFB, indicating
the index of the LFB group output port.
</ synopsi s>
<nmet adat al D>14</ net adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ et adat aDef >
<net adat aDef >
<name>Medi aEncapl nf ol ndex</ nanme>
<synopsi s>
A search key a packet uses to |l ook up a table to sel ect
an encapsul ati on nedi a.
</ synopsi s>
<net adat al D>15</ net adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
</ met adat aDef s>
</ LFBLi brary>

5. LFB d ass Descriptions

According to ForCES specifications, an LFB (Logi cal Function Bl ock)
is a well-defined, |ogically separable functional block that resides
in an FE and is a functionally accurate abstraction of the FE s
processing capabilities. An LFB class (or type) is a tenplate that
represents a fine-grained, |logically separable aspect of FE
processing. Most LFBs are related to packet processing in the data
path. LFB classes are the basic building blocks of the FE nodel
Not e that [RFC5810] has already defined an ' FE Protocol LFB', which
is alogical entity in each FE to control the ForCES protocol

[ RFC5812] has already defined an ' FE (bject LFB'. Information like
the FE Nanme, FE ID, FE State, and LFB Topology in the FE are
represented in this LFB

As specified in Section 3.1, this docunment focuses on the base LFB
library for inplenmenting typical router functions, especially for IP
forwarding functions. As a result, LFB classes in the library are
all base LFBs to inplenent router forwarding.

In this section, the terns "upstream LFB" and "downstream LFB" are
used. These are used relative to the LFB that is being described.

An "upstream LFB" is one whose output ports are connected to input
ports of the LFB under consideration such that output (typically
packets with nmetadata) can be sent fromthe "upstream LFB" to the LFB
under consideration. Sinmlarly, a "downstream LFB" whose input ports

Wang, et al. St andards Track [ Page 41]



RFC 6956 For CES LFB Library June 2013

are connected to output ports of the LFB under consideration such
that the LFB under consideration can send information to the
"downstream LFB". Note that in sonme rare topol ogies, an LFB may be
bot h upstream and downstreamrel ative to another LFB

Al'so note that, as a default provision of [ RFC5812], in the FE nodel,
all netadata produced by upstream LFBs wi |l pass through all
downstream LFBs by default wi thout being specified by input port or
output port. Only those netadata that will be used (consuned) by an
LFB will be explicitly marked in the input of the LFB as expected

nmet adata. For instance, in downstream LFBs of a physical-1layer LFB
even if there is no specific netadata expected, netadata |ike
PHYPort | D produced by the physical-layer LFB will always pass through
all downstream LFBs regardl ess of whether or not the netadata has
been expected by the LFBs.

5.1. Ethernet-Processing LFBs
As the nost popul ar physical- and data-1ink-1ayer protocol, Ethernet

is widely deployed. |t beconmes a basic requirenent for a router to
be able to process various Ethernet data packets.

Note that different versions of Ethernet fornmats exist, |ike Ethernet
V2, 802.3 RAW | EEE 802. 3/802.2, and | EEE 802. 3/ 802. 2 SNAP
Varieties of LAN techniques based on Ethernet also exist, like

various VLANs, MAG nMAC, etc. Ethernet-processing LFBs defined here
are intended to be able to cope with all these variations of Ethernet
t echnol ogy.

There are al so various types of Ethernet physical interface nedia.
Anong them copper and fiber nedia nmay be the nost popul ar ones. As
a base LFB definition and a starting point, this document only
defines an Ethernet physical LFB with copper media. For other nedia
interfaces, specific LFBs may be defined in future versions of the
library.

5.1.1. EtherPHYCop

Et her PHYCop LFB abstracts an Ethernet interface physical layer with
media limted to copper.

5.1.1.1. Data Handling

This LFB is the interface to the Ethernet physical media. The LFB
handl es Ethernet frames conming in fromor going out of the FE

Et hernet frames sent and received cover all packets encapsulated with
di fferent versions of Ethernet protocols, |like Ethernet V2, 802.3
RAW | EEE 802. 3/802. 2, and | EEE 802. 3/802.2 SNAP, includi ng packets
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encapsul ated with varieties of LAN techni ques based on Ethernet, like
various VLANs, MACI nMAC, etc. Therefore, in the XM., an EthernetAl
frame type has been introduced.

Et hernet franmes are received fromthe physical nedia port and passed
downstreamto LFBs, such as Ether MACIn LFBs, via a singleton output
known as "EtherPHYCQut". A PHYPort!|D netadata, which indicates the
physical port fromwhich the frane came in fromthe external world
is passed along with the frane

Et her net packets are received by this LFB from upstream LFBs, such as
Et her MacQut LFBs, via the singleton input known as "Ether PHYI n"
bef ore being sent out to the external world.

5.1.1.2. Conponents

The Admi nStatus conponent is defined for the CE to adm nistratively
manage the status of the LFB. The CE may adnministratively start up
or shut down the LFB by changing the value of Adm nStatus. The
default value is set to ' Down’.

An Oper St at us conponent captures the physical port operationa
status. A PHYPort St atusChanged event is defined so the LFB can
report to the CE whenever there is an operational status change of
t he physical port.

The PHYPortl| D conponent is a unique identification for a physica
port. It is defined as 'read-only’ by the CE. Its value is
enunerated by FE. The conponent will be used to produce a PHYPortl|D
nmet adata at the LFB output and to associate it to every Ethernet
packet this LFB receives. The netadata will be handed to downstream
LFBs for themto use the PHYPortlD

A group of conponents are defined for |ink speed managenent. The

Adm nLi nkSpeed is for the CE to configure |link speed for the port,
and the QperLinkSpeed is for the CE to query the actual |ink speed in
operation. The default value for the Adm nLi nkSpeed is set to auto-
negoti ati on node.

A group of conponents are defined for duplex nbde nanagenent. The
Adm nDupl exMbde is for the CE to configure proper duplex node for the
port, and the OperDupl exMode is for CE to query the actual duplex
node in operation. The default value for the Adm nDupl exMdde is set
to auto-negoti ati on node.

A CarrierStatus conmponent captures the status of the carrier and

specifies whether the port link is operationally up. The default
value for the CarrierStatus is ’'false’
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5.1.1.3. Capabilities

The capability information for this LFB includes the |ink speeds that
are supported by the FE (SupportedLi nkSpeed) as well as the supported
dupl ex nodes (SupportedDupl exMbde) .

5.1.1. 4. Event s

Several events are generated. There is an event for changes in the
status of the physical port (PhyPortStatusChanged). Such an event
will notify that the physical port status has been changed, and the
report will include the new status of the physical port.

Anot her event captures changes in the operational |ink speed

(Li nkSpeedChanged). Such an event will notify the CE that the
operational speed has been changed, and the report will include the
new negoti at ed operational speed.

A final event captures changes in the dupl ex node

(Dupl exMbdeChanged). Such an event will notify the CE that the
dupl ex node has been changed and the report will include the new
negot i at ed dupl ex node.

5.1.2. Ether MACIn

Et her MACI n LFB abstracts an Ethernet port at the MAC data link |ayer
This LFB describes Ethernet processing functions |ike checking MAC
address locality, deciding if the Ethernet packets should be bridged,
provi ding Ethernet-layer flow control, etc.

5.1.2.1. Data Handling

The LFB is expected to receive all types of Ethernet packets (via a
singl eton i nput known as "EtherPktsln"), which are usually output
from some Ethernet physical-layer LFB, |ike an Ether PHYCop LFB, al ong
with a netadata indicating the physical port ID of the port on which
t he packet arrived.

The LFB is defined with two separate singleton outputs. Al output
packets are emtted in the original Ethernet format received at the
physi cal port, unchanged, and cover all Ethernet types.

The first singleton output is known as "Nornal Pat hQut". It usually
out puts Ethernet packets to sone LFB, |ike an EtherC assifier LFB
for further L3 forwardi ng process along with a PHYPortl D net adat a

i ndi cating the physical port from which the packet cane.
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The second singleton output is known as "L2Bridgi ngPat hQut".

Al though the LFB library this docunent defines is basically to neet
typical router functions, it will attenpt to be forward conpatible
with future router functions. The L2Bridgi ngPathQut is defined to
meet the requirement that L2 bridging functions nmay be optionally
supported sinultaneously with L3 processing and sonme L2 bridging LFBs
that may be defined in the future. |If the FE supports L2 bridging,
the CE can enable or disable it by neans of a "L2Bri dgi ngPat hEnabl e"

conponent in the FE. If it is enabled, by also instantiating some L2
bridgi ng LFB i nstances foll owi ng the L2Bridgi ngPat hQut, FEs are
expected to fulfill L2 bridging functions. L2BridgingPathQut wll

out put packets exactly the sane as in the Nornmal Pat hQut out put.

This LFB can be set to work in a promi scuous node, allow ng al
packets to pass through the LFB w thout being dropped. herw se, a
locality check will be performed based on the | ocal MAC addresses.
Al'l packets that do not pass through the locality check will be

dr opped.

This LFB can optionally participate in Ethernet flow control in
cooperation with Ether MACQut LFB. This docunment does not go into the
details of howthis is inplemented. This docunent al so does not
descri be how the buffers that induce the flow control messages behave
-- it is assuned that such artifacts exist, and describing themis
out of scope in this docunent.

5.1.2.2. Conponents

The Admi nStatus conponent is defined for the CE to adm nistratively
manage the status of the LFB. The CE may adnministratively start up
or shut down the LFB by changing the value of Adm nStatus. The
default value is set to ' Down’.

The Local MACAddr esses conponent specifies the | ocal MAC addresses
based on which locality checks will be made. This conponent is an
array of MAC addresses and of 'read-wite’ access perm ssion

An L2Bri dgi ngPat hEnabl e conponent captures whether the LFB is set to
work as an L2 bridge. An FE that does not support bridging wll
internally set this flag to false and additionally set the flag
property as read-only. The default value for the conponent is
‘false’.

The Proni scuousMde conponent specifies whether the LFB is set to

work in a promi scuous node. The default value for the component is
"false'.
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The TxFl owControl conponent defines whether the LFB is perforning
flow control on sending packets. The default value is "false’'. Note
that the conmponent is defined as "optional". |If an FE does not

i npl ement the conmponent while a CE tries to configure the conponent
to that FE, an error fromthe FE may be responded to the CE with an
error code |ike 0x09 (E_COVPONENT DOES NOT_EXI ST) or 0x15
(E_NOT_SUPPORTED), depending on the FE processing. See [RFC5810] for
details.

The RxFl owControl conponent defines whether the LFB is perforning
flow control on receiving packets. The default value is ’'false’
The conponent is defined as "optional".

A struct conponent, MACInStats, defines a set of statistics for this
LFB, including the nunber of received packets and the nunber of
dropped packets. Note that this statistics conponent is optional to
i npl ementers. If a CEtries to query the conponent while it is not

i mpl enented in an FE, an error code will be responded to the CE
indicating the error type |ike 0x09 (E_COVPONENT DOES NOT_EXI ST) or
0x15 (E_NOT_SUPPCRTED), depending on the FE inplenentation

5.1.2.3. Capabilities

This LFB does not have a list of capabilities.
5.1.2.4. Events

This LFB does not have any events specified.
5.1.3. Etherdassifier

The EtherC assifier LFB abstracts the process to decapsul ate Ethernet
packets and then classify them

5.1.3.1. Data Handling

This LFB describes the process of decapsul ati ng Et hernet packets and
classifying theminto various network-layer data packets according to
i nformati on included in the Ethernet packets headers.

The LFB is expected to receive all types of Ethernet packets (via a
singl eton i nput known as "EtherPktsln"), which are usually output
froman upstream LFB |i ke EtherMACIn LFB. This input is also capable
of multiplexing to allow for multiple upstream LFBs to be connect ed.
For instance, when an L2 bridging function is enabled in the

Et her MACI n LFB, sone L2 bridging LFBs nmay be applied. In this case,
after L2 processing, some Ethernet packets nmay have to be input to
the EtherCl assifier LFB for classification, while sinmultaneously,
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packets directly output fromEtherMACIn nay al so need to input to
this LFB. This input is capable of handling such a case. Usually,
al |l expected Ethernet packets will be associated with a PHYPortl|D
nmet adata, indicating the physical port from which the packet cones.
In sone cases, for instance, in a MAG nMAC case, a Logical PortlD
nmet adata may be expected to associate with the Ethernet packet to
further indicate the logical port to which the Ethernet packet

bel ongs. Note that PHYPortl|D netadata is al ways expected while
Logi cal Port1 D nmetadata is optionally expected.

Two out put LFB ports are defined.

The first output is a group output port known as "C assifyQut".

Types of network-layer protocol packets are output to instances of
the port group. Because there may be various types of protoco
packets at the output ports, the produced output frame is defined as
arbitrary for the purpose of wide extensibility in the future.

Met adata to be carried along with the packet data is produced at this
LFB for consunption by downstream LFBs. The netadata passed
downstream i ncl udes PHYPortI D, as well as information on Ethernet
type, source MAC address, destination MAC address, and the | ogica
port ID. If the original packet is a VLAN packet and contains a VLAN
ID and a VLAN priority value, then the VLAN ID and the VLAN priority
val ue are also carried downstream as netadata. As a result, the VLAN
ID and priority netadata are defined with the availability of
“conditional ".

The second output is a singleton output port known as "ExceptionQut",
which will output packets for which the data processing failed, along
with an additional ExceptionlD netadata to indicate what caused the
exception. Currently defined exception types include:

o There is no matching when cl assifying the packet.

Usual | y, the ExceptionQut port may point to nowhere, indicating
packets with exceptions are dropped, while in sone cases, the output
may be pointed to the path to the CE for further processing,
dependi ng on individual inplenmentations.

5.1.3.2. Conponents

An Et her Di spatchTabl e array conponent is defined in the LFB to

di spatch every Ethernet packet to the output group according to the
| ogi cal port |ID assigned by the VlanlnputTable to the packet and the
Et hernet type in the Ethernet packet header. Each row of the array
is a struct containing a logical port ID, an EtherType and an out put
index. Wth the CE configuring the dispatch table, the LFB can be
expected to classify various network-|ayer protocol type packets and
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output themat different output ports. It is expected that the LFB
classify packets according to protocols like IPv4, 1Pv6, MPLS,
Address Resol ution Protocol (ARP), Neighbor Discovery (ND), etc.

A M anl nput Tabl e array component is defined in the LFB to classify
VLAN Et hernet packets. Each row of the array is a struct containing
an inconing port ID, a VLAN ID, and a logical port ID. According to
| EEE VLAN specifications, all Ethernet packets can be recogni zed as
VLAN types by defining that if there is no VLAN encapsulation in a
packet, a case with VLAN tag O is considered. Every input packet is
assigned with a new Logi cal Port1 D according to the packet’s inconing
port ID and the VLAN ID. A packet’s incomng port IDis defined as a
logical port IDif a logical port IDis associated with the packet or
a physical port IDif no logical port IDis associated. The VLAN ID
is exactly the VLAN ID in the packet if it is a VLAN packet, or O if
it is not. Note that a logical port ID of a packet may be rewitten
with a new one by the W anl nput Tabl e processi ng.

Note that the logical port ID and physical port |ID nmentioned above
are all originally configured by the CE, and are globally effective
within a ForCES NE (Network Elenent). To distinguish a physical port
ID froma logical port IDin the inconing port ID field of the

VI anl nput Tabl e, physical port ID and |ogical port ID nust be assigned
wi th separate nunber spaces

An array conponent, Etherd assifyStats, defines a set of statistics
for this LFB, neasuring the nunber of packets per EtherType. Each
row of the array is a struct containing an EtherType and a packet
nunber. Note that this statistics conmponent is optional to
i mpl enent ers.

5.1.3.3. Capabilities
This LFB does not have a list of capabilities.

5.1.3.4. Events
This LFB has no events specified.

5.1. 4. EtherEncap

The EtherEncap LFB abstracts the process to replace or attach
appropriate Ethernet headers to the packet.

5.1.4.1. Data Handling

This LFB abstracts the process of encapsul ati ng Et hernet headers onto
recei ved packets. The encapsul ation is based on passed netadat a.
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The LFB is expected to receive |Pv4 and | Pv6 packets (via a singleton
i nput port known as "Encapln"), which may be connected to an upstream
LFB i ke | Pv4Next Hop, | Pv6Next Hop, Basi cMet adat aDi spatch, or any LFB
that requires output packets for Ethernet encapsul ation. The LFB

al ways expects from upstream LFBs the Medi aEncapl nf ol ndex net adat a,
which is used as a search key to | ook up the encapsul ation table
EncapTabl e by the search key nmatching the table index. An input
packet may al so optionally receive a VLAN priority netadata,

i ndicating that the packet originally had a priority value. The
priority value will be | oaded back to the packet when encapsul ati ng.
The optional VLAN priority netadata is defined with a default val ue
of 0.

Two singleton output LFB ports are defined.

The first singleton output is known as "SuccessQut". Upon a
successful table | ookup, the destination and source MAC addresses and
the | ogical nedia port (L2PortID) are found in the matching table
entry. The CE may set the VianlID in case VLANs are used. By
default, the table entry for MlanID of O is used as per |EEE rules
[l EEE. 802-1QF . Whatever the value of ManlD, if the input netadata
VI anPriority is non-zero, the packet will have a VLAN tag. |If the
VIanPriority and the VianlD are all zero, there is no VLAN tag for
this packet. After replacing or attaching the appropriate Ethernet
headers to the packet is conplete, the packet is passed out on the
"SuccessQut" LFB port to a downstream LFB instance along with the
L2Port | D

The second singleton output is known as "ExceptionQut" and w ||

out put packets for which the table |ookup fails, along with an
addi ti onal ExceptionlD netadata. Currently defined exception types
only include the follow ng cases:

0 The Medi aEncapl nf ol ndex val ue of the packet is invalid and can not
be allocated in the EncapTabl e.

o The packet failed | ookup of the EncapTabl e tabl e even though the
Medi aEncapl nf ol ndex is valid.

The upstream LFB may be programred by the CE to pass along a

Medi aEncapl nf ol ndex that does not exist in the EncapTable. This
allows for resolution of the L2 headers, if needed, to be nade at the
L2 encapsul ation level, in this case, Ethernet via ARP or ND (or

ot her nethods depending on the |link-Iayer technology), when a table
nm ss occurs.

For nei ghbor L2 header resolution (table m ss exception), the
processing LFB nay pass this packet to the CE via the redirect LFB or
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FE software or another LFB instance for further resolution. In such
a case, the netadata NextHopl Pv4Addr or Next Hopl Pv6Addr generated by
the next-hop LFB is al so passed to the exception handling. Such an
| P address could be used to do activities such as ARP or ND by the
handl er to which it is passed.

The result of the L2 resolution is to update the EncapTable as well
as the next-hop LFB so subsequent packets do not fail EncapTable

| ookup. The EtherEncap LFB does not nake any assunptions of how the
EncapTabl e is updated by the CE (or whether ARP/ND i s used
dynamically or static naps exist).

Downstream LFB i nstances coul d be either an Ether MACOut type or a
Basi cMet adat aDi spatch type. |If the final packet L2 processing is on
a per-nedi a-port basis, resides on a different FE, or needs L2 header
resolution, then it nmakes sense for the nodel to use a

Basi cMet adat aDi spatch LFB to fan out to different LFB instances. |If
there is a direct egress port point, then it nakes sense for the
nodel to have a downstream LFB instance be an Et her MACQut .

5.1.4.2. Conponents

This LFB has only one conponent naned EncapTabl e, which is defined as
an array. Each row of the array is a struct containing the
destinati on MAC address, the source MAC address, the VLAN ID with a
default value of zero, and the output logical L2 port ID

5.1.4.3. Capabilities
This LFB does not have a list of capabilities.

5.1.4.4. Events
This LFB does not have any events specified.

5.1.5. Et her MACQut
The Et her MACOut LFB abstracts an Ethernet port at the MAC data |ink
layer. This LFB describes Ethernet packet output process. Ethernet
out put functions are closely related to Ethernet input functions;

t heref ore, nmany conponents defined in this LFB are aliases of
Et her MACI n LFB conponent s.
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5.1.5.1. Data Handling

The LFB is expected to receive all types of Ethernet packets (via a
singl eton i nput known as "EtherPktsln"), which are usually output
froman Et hernet encapsul ation LFB along with a netadata indicating
the 1D of the physical port that the packet will go through.

The LFB is defined with a singleton output port known as
"EtherPktsQut". All output packets are in Ethernet format, possibly
with various Ethernet types, along with a netadata indicating the ID
of the physical port that the packet is to go through. This output
links to a downstream LFB that is usually an Ethernet physical LFB
i ke the EtherPHYCop LFB

This LFB can optionally participate in Ethernet flow control in
cooperation with the EtherMACln LFB. This docunment does not go into
the details of howthis is inplenented. This docunent al so does not
descri be how the buffers that induce the flow control nessages behave
-- it is assuned that such artifacts exist, but describing themis
out of the scope of this docunent.

Note that as a base definition, functions like nultiple virtual MAC
| ayers are not supported in this LFB version. It may be supported in
the future by defining a subclass or a new version of this LFB

5.1.5.2. Conponents

The Adni nStatus conponent is defined for the CE to admi nistratively
manage the status of the LFB. The CE may adnministratively start up
or shut down the LFB by changing the value of Adm nStatus. The
default value is set to '"Down’. Note that this conponent is defined
as an alias of the AdnminStatus conponent in the EtherMACIn LFB. This
infers that an Ether MACOut LFB usually coexists with an Et her MACI n
LFB, both of which share the sane adm ni strative status managenment by
the CE. Alias properties, as defined in the ForCES FE nodel

[ RFC5812], will be used by the CE to declare the target conponent to
which the alias refers, which includes the target LFB class and
instance IDs as well as the path to the target conponent.

The MIU conponent defines the maxi numtransm ssion unit.

The optional TxFl owControl conponent defines whether or not the LFB
is performing flow control on sending packets. The default value is
"false’. Note that this conponent is defined as an alias of the
TxFl owControl component in the Ether MACln LFB

The optional RxFl owControl conponent defines whether or not the LFB
is performing flow control on receiving packets. The default val ue
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is 'false’. Note that this conponent is defined as an alias of the
RxFI owControl conponent in the Ether MACIn LFB

A struct conponent, MACCut Stats, defines a set of statistics for this
LFB, including the nunber of transnmitted packets and the nunber of
dropped packets. This statistics conponent is optional to

i mpl enent ers.

5.1.5.3. Capabilities
This LFB does not have a list of capabilities.

5.1.5.4. Events
This LFB does not have any events specified.

5.2. I P Packet Validation LFBs
The LFBs are defined to abstract the | P packet validation process.
An | Pv4Validator LFB is specifically for |IPv4d protocol validation,
and an | Pv6Validator LFB is specifically for |Pv6.

5.2.1. |Pv4validator
The | Pv4Vvalidator LFB perforns | Pv4 packet validation

5.2.1.1. Data Handling
This LFB perforns | Pv4 validation according to [ RFC1812] and its
updates. The | Pv4 packet will be output to the correspondi ng LFB
port, indicating whether the packet is unicast or nulticast or
whet her an exception has occurred or the validation failed.
This LFB al ways expects, as input, packets that have been indicated
as | Pv4 packets by an upstream LFB, |ike an Etherd assifier LFB
There is no specific netadata expected by the input of the LFB
Four output LFB ports are defined.
Al'l validated |IPv4 unicast packets will be output at the singleton
port known as "I Pv4UnicastQut". Al validated IPv4 nulticast packets
will be output at the singleton port known as "IPv4Mil ticastQut"
port.
A singleton port known as "ExceptionCQut" is defined to output packets
t hat have been validated as exception packets. An exception ID

nmetadata is produced to indicate what has caused the exception. An
exception case is the case when a packet needs further processing
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before being normally forwarded. Currently defined exception types
i ncl ude:

0 Packet with expired TTL

o Packet with header |ength nore than 5 words

o Packet IP head including router alert options

o Packet with exceptional source address

o0 Packet with exceptional destination address

Note that although Tine to Live (TTL) is checked in this LFB for
validity, operations |like TTL decrement are made by the downstream
forwardi ng LFB.

The final singleton port known as "FailQut" is defined for all
packets that have errors and failed the validation process. An error
case is when a packet is unable to be further processed or forwarded
wi t hout being dropped. An error IDis associated with a packet to
indicate the failure reason. Currently defined failure reasons

i ncl ude:

0 Packet with size reported | ess than 20 bytes

0o Packet with version not |Pv4

o Packet with header length |l ess than 5 words

0 Packet with total length field |l ess than 20 bytes

o Packet with invalid checksum

o Packet with invalid source address

o Packet with invalid destination address

5.2.1.2. Conponents
This LFB has only one struct conponent, the
| Pv4Val i dator StatisticsType, which defines a set of statistics for
val i dati on process, including the nunber of bad header packets, the
nunber of bad total |ength packets, the nunber of bad TTL packets,

and t he number of bad checksum packets. This statistics conponent is
optional to inplenenters.
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5.2.1.3. Capabilities
This LFB does not have a list of capabilities

5.2.1.4. Events
This LFB does not have any events specified.

5.2.2. | Pv6Validator
The 1 Pv6Validator LFB perfornms | Pv6 packet validation

5.2.2.1. Data Handling
This LFB perfornms | Pv6 validation according to [ RFC2460] and its
updates. Then the | Pv6 packet will be output to the correspondi ng
port regarding of the validation result, indicating whether the
packet is a unicast or a nulticast one, an exception has occurred or
the validation fail ed.
This LFB al ways expects, as input, packets that have been indicated
as | Pv6 packets by an upstream LFB, |ike an Etherd assifier LFB
There is no specific netadata expected by the input of the LFB
Similar to the |IPv4validator LFB, the IPv6Validator LFB has al so
defined four output ports to emt packets with various validation
results.
Al'l validated |1 Pv6 unicast packets will be output at the singleton
port known as "I Pv6UnicastQut". Al validated IPv6 nulticast packets
will be output at the singleton port known as "IPv6MulticastQut".
There is no nmetadata produced at this LFB
A singleton port known as "ExceptionCut" is defined to output packets
that have been validated as exception packets. An exception case is
when a packet needs further processing before being nornally
forwarded. An exception ID netadata is produced to indicate what
caused the exception. Currently defined exception types include:
0o Packet with hop limt to zero
o Packet with next header set to hop-by-hop
o Packet with exceptional source address

0 Packet with exceptional destination address
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The final singleton port known as "Fail Qut" is defined for al

packets that have errors and failed the validation process. An error
case when a packet is unable to be further processed or forwarded

wi t hout being dropped. A validate error IDis associated to every
fail ed packet to indicate the reason. Currently defined reasons

i ncl ude:

0 Packet with size reported | ess than 40 bytes
o0 Packet with version not |Pv6

0 Packet with invalid source address

0 Packet with invalid destination address

Note that in the base type library, definitions for exception ID and
validate error ID netadata are applied to both IPv4Vvalidator and

| Pv6Val i dator LFBs, i.e., the two LFBs share the sane netadata
definition, with different ID assignnment inside.

5.2.2.2. Conponents

This LFB has only one struct conponent, the

| Pv6Val i dator StatisticsType, which defines a set of statistics for
the validation process, including the nunber of bad header packets,

t he nunber of bad total |ength packets, and the nunber of bad hop
limt packets. Note that this conponent is optional to inplenenters.

5.2.2.3. Capabilities

This LFB does not have a list of capabilities.
5.2.2.4. Events

This LFB does not have any events specified.
5.3. | P Forwarding LFBs

| P Forwarding LFBs are specifically defined to abstract the IP
forwardi ng processes. As definitions for a base LFB library, this
docunent restricts its LFB definition scope only to |IP unicast
forwarding. [P nulticast may be defined in future docunents.

The two fundanental tasks performed in | P unicast forwarding
constitute looking up the forwarding information table to find next-
hop informati on and then using the resulting next-hop details to
forward packets out on specific physical output ports. This docunent
nodel s the forwardi ng processes by abstracting out the described two
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steps. Wiereas this docunent describes functional LFB nodels that
are nodular, there may be multiple ways to inplenent the abstracted
nodels. It is not intended or expected that the provided LFB nodel s
constrain inplenentations.

Based on the I P forwardi ng abstraction, two kinds of typical IP

uni cast forwarding LFBs are defined: unicast LPM | ookup LFB and next-
hop application LFB. They are further distinguished by |IPv4 and | Pv6
pr ot ocol s.

5.3.1. | Pv4Ucast LPM

The | Pv4Ucast LPM LFB abstracts the |1 Pv4 unicast Longest Prefix Mtch
(LPM process.

This LFB al so provides facilities to support users to inplenment

equal -cost multipath (ECMP) routing or reverse path forwarding (RPF).
However, this LFB itself does not provide ECMP or RPF. To fully

i mpl ement ECMP or RPF, additional specific LFBs, |ike a specific ECWP
LFB or an RPF LFB, will have to be defi ned.

5.3.1.1. Data Handling

This LFB perforns the I Pv4 unicast LPMtable |ookup. It always
expects as input |IPv4 unicast packets from one singleton i nput known
as "Pktsln". Then, the LFB uses the destination |Pv4 address of
every packet as a search key to look up the IPv4 prefix table and
generate a hop selector as the matching result. The hop selector is
passed as packet netadata to downstream LFBs and will usually be used
there as a search index to find nore next-hop information

Three singleton output LFB ports are defined.

The first singleton output is known as "Normal Qut" and outputs | Pv4
uni cast packets that succeed the LPM | ookup (and got a hop selector).
The hop selector is associated with the packet as a netadata.
Downstream fromthe LPM LFB is usually a next-hop application LFB

i ke an | Pv4Next Hop LFB

The second singleton output is known as "ECMPQut" and is defined to
provi de support for users w shing to inplement ECVP

An ECWP flag is defined in the LPMtable to enable the LFB to support
ECVMP. When a table entry is created with the flag set to true, it
indicates this table entry is for ECMP only. A packet that has
passed through this prefix |ookup will always output fromthe
"ECMPQuUt" output port, with the hop selector being its |ookup result.
The output will usually go directly to a downstream ECMP processi ng
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LFB, where the hop selector can usually further generate optinized
one or nultiple next-hop routes by use of ECMP al gorithns.

A default route flag is defined in the LPMtable to enable the LFB to
support a default route as well as |oose RPF. Wien this flag is set
to true, the table entry is identified as a default route, which al so
inplies that the route is forbidden for RPF. If a user wants to

i mpl ement RPF on FE, a specific RPF LFB will have to be defined. In
such an RPF LFB, a conponent can be defined as an alias of the prefix
tabl e conponent of this LFB, as described bel ow

The final singleton output is known as "ExceptionQut" of the

| Pv4Ucast LPM LFB and is defined to output exception packets after the
LFB processing, along with an ExceptionlD netadata to indicate what
caused the exception. Currently defined exception types include:

o The packet failed the LPM I ookup of the prefix table.

The upstream LFB of this LFB is usually an |IPv4validator LFB. |If RPF
is to be adopted, the upstreamcan be an RPF LFB, when defi ned.

The downstream LFB is usually an | Pv4Next Hop LFB. |If ECMP is
adopt ed, the downstream can be an ECMP LFB, when defi ned

5.3.1.2. Conponents
This LFB has two conponents.

The | Pv4Prefi xTabl e conponent is defined as an array conponent of the
LFB. Each row of the array contains an | Pv4 address, a prefix

I ength, a hop selector, an ECWP flag and a default route flag. The
LFB uses the destination | Pv4 address of every input packet as a
search key to look up this table in order extract a next-hop
selector. The ECWP flag is for the LFB to support ECMP. The default
route flag is for the LFB to support a default route and for |oose
RPF.

The | Pv4Ucast LPMSt at s conponent is a struct conponent that collects
statistics information, including the total nunber of input packets
recei ved, the | Pv4 packets forwarded by this LFB, and the nunber of
| P datagrans di scarded due to no route found. Note that this
conponent is defined as optional to inplenenters.

5.3.1.3. Capabilities

This LFB does not have a list of capabilities.
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5.3.1.4. Events

This LFB does not have any events specified.
5.3.2. | Pv4Next Hop

This LFB abstracts the process of selecting | Pv4 next-hop action
5.3.2.1. Data Handling

The LFB abstracts the process of next-hop information application to
| Pv4 packets. It receives an | Pv4d packet with an associ ated next-hop
identifier (HopSelector) and uses the identifier as a table index to
| ook up a next-hop table to find an appropriate LFB output port.

The LFB is expected to receive unicast |Pv4 packets, via a singleton
i nput known as "PktsIn", along with a HopSel ector metadata, which is
used as a table index to |look up the NextHop table. The data
processing i nvolves the forwarding TTL decrenent and | P checksum
recal cul ati on.

Two out put LFB ports are defined.

The first output is a group output port known as "SuccessQut". On
successful data processing, the packet is sent out froman LFB port
fromwithin the LFB port group as selected by the
LFBQut put Sel ect I ndex val ue of the nmatched table entry. The packet is
sent to a downstream LFB along with the L3PortlD and

Medi aEncapl nf ol ndex net adat a.

The second output is a singleton output port known as "ExceptionQut",
which will output packets for which the data processing failed, along
wi th an additional ExceptionlD netadata to indicate what caused the
exception. Currently defined exception types include:

0 The HopSel ector for the packet is invalid.

0 The packet failed | ookup of the next-hop table even though the
HopSel ector is valid.

o The MIU for outgoing interface is |less than the packet size.

Downstream LFB i nstances coul d be either a Basi cMet adat abDi spatch type
(Section 5.5.1), used to fan out to different LFB i nstances or a

nmedi a- encapsul ation-rel ated type, such as an EtherEncap type or a
Redi rect Qut type (Section 5.4.2). For exanple, if there are Ethernet
and ot her tunnel encapsul ation, then a Basi cMet adat abi spatch LFB can

Wang, et al. St andards Track [ Page 58]



RFC 6956 For CES LFB Library June 2013

use the L3Port| D netadata (Section 5.3.2.2) to dispatch packets to a
di fferent encapsul at or

5.3.2.2. Conponents

This LFB has only one conponent, |Pv4Next HopTable, which is defined
as an array. The HopSel ector received is used to match the array

i ndex of | Pv4Next HopTable to find out a row of the table as the next-
hop information result. Each row of the array is a struct
cont ai ni ng:

(0]

Wang,

The L3PortI D, which is the ID of the |ogical output port that is
passed on to the downstream LFB i nstance. This ID indicates what
ki nd of encapsulating port the neighbor is to use. This is L3-
derived information that affects L2 processing and so needs to be
based fromone LFB to another as netadata. Usually, this IDis
used for the next-hop LFB to distinguish packets that need
different L2 encapsulating. For instance, sone packets may
require general Ethernet encapsul ation while others nmay require
various types of tunnel encapsulations. |n such a case, different
L3PortI Ds are assigned to the packets and are passed as netadata
to a downstream LFB. A Basi cMet adat aDi spatch LFB (Section 5.5.1)
may have to be applied as the downstream LFB so as to dispatch
packets to different encapsul ation LFB instances according to the
L3Port | Ds.

MIU, the Maxi mum Transmi ssion Unit for the outgoing port.
Next Hopl PAddr, the | Pv4 next-hop address.

Medi aEncapl nf ol ndex, the index that passes on to the downstream
encapsul ation LFB instance and that is used there as a search key
to look up a table (typically nedi a-encapsul ati on-rel ated) for
further encapsulation information. The search key | ooks up the
tabl e by matching the table index. Note that the encapsul ation
LFB i nstance that uses this nmetadata nay not be the LFB instance
that inmediately follows this LFB instance in the processing. The
Medi aEncapl nf ol ndex netadata is attached here and is passed
through internmediate LFBs until it is used by the encapsul ation
LFB i nstance. In sonme cases, depending on inplenentation, the CE
may set the Medi aEncapl nf ol ndex passed downstreamto a val ue that
will fail |ookup when it gets to a target encapsul ation LFB; such
a | ookup failure at that point is an indication that further
resolution is needed. For an exanple of this approach, refer to
Section 7.2, which discusses ARP and nmentions this approach
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0 LFBQut put Sel ect | ndex, the LFB group output port index to select
the downstream LFB port. This value identifies the specific port
within the SuccessQut port group out of which packets that
successfully use this next-hop entry are to be sent.

5.3.2.3. Capabilities

This LFB does not have a list of capabilities.
5.3.2.4. Events

This LFB does not have any events specified.
5.3.3. | Pv6Ucast LPM

The | Pv6Ucast LPM LFB abstracts the |1 Pv6 uni cast Longest Prefix Match
(LPM process. The definition of this LFBis simlar to the

| Pv4Ucast LPM LFB except that all |P addresses refer to | Pv6

addr esses.

This LFB al so provides facilities to support users to inplenent

equal -cost multipath (ECMP) routing or reverse path forwarding (RPF).
However, this LFB itself does not provide ECMP or RPF. To fully

i mpl ement ECMP or RPF, additional specific LFBs, |ike a specific ECWP
LFB or an RPF LFB, will have to be defined. This work nay be done in
future versions of this docunent.

5.3.3.1. Data Handling

This LFB perforns the I Pv6 unicast LPMtable |ookup. It always
expects as input |IPv6 unicast packets from one singleton i nput known
as "Pktsln". The destination | Pv6 address of an incomi ng packet is
used as a search key to look up the IPv6 prefix table and generate a
hop selector. This hop selector result is associated to the packet
as a nmetadata and sent to downstream LFBs; it will usually be used in
downstream LFBs as a search key to find nore next-hop infornation

Three singleton output LFB ports are defined.

The first singleton output is known as "Normal Qut" and outputs | Pv6
uni cast packets that succeed the LPM | ookup (and got a hop selector).
The hop selector is associated with the packet as a netadata.
Downstream fromthe LPM LFB is usually a next-hop application LFB

i ke an | Pv6Next Hop LFB

The second singleton output is known as "ECMPQut" and is defined to
provi de support for users w shing to inplement ECVP
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