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Abst r act
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1. Introduction
1.1. Mtivation

The i SCSI protocol ([iSCSI]) is a mapping of the SCSI Architecture
Model (see [SAMb] and [i SCSI-SAM) over the TCP protocol. SCSI
commands are carried by i SCSI requests, and SCSI responses and status
are carried by i SCSI responses. Oher iSCSI protocol exchanges and
SCSI Data are also transported in i SCSI PDUs.

Qut - of -order TCP segnents in the Traditional iSCSI nodel have to be
stored and reassenbl ed before the i SCSI protocol |ayer within an end
node can place the data in the i SCSI buffers. This reassenbly is
requi red because not every TCP segnment is likely to contain an i SCS
header to enable its placenent and TCP itself does not have a built-
in mechani smfor signaling ULP (Upper Level Protocol) nessage
boundaries to aid placenent of out-of-order segnments. This TCP
reassenbly at high network speeds is quite counterproductive for the
foll owi ng reasons: wasted nmenory bandwi dth in data copying, need for
reassenbly nmenory, wasted CPU cycles in data copying, and the genera
store-and-forward | atency froman application perspective.

The generic term RDVA- Capabl e Protocol (RCaP) is used to refer to
protocol stacks that provide the Renote Direct Menory Access (RDVR)
functionality, such as i WARP and | nfi ni Band.

Wth the availability of RDVA-Capable Controllers within a host
system it is appropriate for iSCSI to be able to exploit the direct
data placenment function of the RDVA-Capabl e Controller |ike other
applications.
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i SCSI Extensions for RDVA (i SER) is designed precisely to take
advant age of generic RDMA technologies -- iSER s goal is to pernit

i SCSI to enploy direct data placenent and RDVA capabilities using a
generi ¢ RDVMA- Capable Controller. |In summary, the i SCSI/i SER protoco
stack is designed to enable scaling to high speeds by relying on a
generic data placenent process and RDVA technol ogi es and products
that enabl e direct data placenent of both in-order and out-of-order
dat a.

Thi s docunent describes i SER as a protocol extension to i SCSI, both
for conveni ence of description and al so because it is true in a very
strict protocol sense. However, it is to be noted that iSERis in
reality extending the connectivity of the i SCSI protocol defined in
[iSCSI], and the nane "i SER' reflects this reality.

When the i SCSI protocol as defined in [iSCSI] (i.e., without the i SER
enhancenents) is intended in the rest of the docunment, the term
"Traditional iSCSI" is used to make the intention clear

Thi s docunent obsol etes RFC 5046. See Appendix A for the |ist of
changes from RFC 5046

1.2. iSCSI/iSER Layering

i SCSI Extensions for RDVA (i SER) is | ayered between the i SCSI | ayer
and the RCaP | ayer.

e +
| SCsl |
o s e m e e e e e e e e e e e e e e e e e e e e e e e e e e e ee o oo +
| i SCSI |

) +
| i SER |
S Fom e e e e e am o o e e e e e e e ea oo +
| RDVAP | | |
Fom - + I nfini Band |
| DDP | Rel i abl e | O her |
Fommm - + Connect ed | RDVA |
| MPA | Transport | Capabl e |
+o---- - + Service | Pr ot ocol |
| TCP | | |
F - o e e e e e e e e e e oo i +
| 1P | InfiniBand Network Layer | Other Network Layer
Fomm e o e e e e e e e Fom e e e ek +

Figure 1: Exanple of iSCSI/i SER Layering in Full Feature Phase
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Figure 1 shows an exanple of the relationship between SCSI, i SCSl,

i SER, and the different RCaP | ayers. For TCP, the RCaP is i WARP

For InfiniBand, the RCaP is the Reliable Connected Transport Service.
Note that the i SCSI |ayer as described here supports the RDVA

Ext ensi ons as used in i SER

1.3. Architectural Goals

This section sumari zes the architectural goals that guided the
design of i SER

1. Provide an RDVA data transfer nodel for iSCSI that enables direct
i n-order or out-of-order data placenment of SCSI data into pre-
al |l ocated SCSI buffers while maintaining in-order data delivery.

2. Do not require any mmjor changes to the SCSI Architecture Model
[ SAMb] and SCSI conmand set standards.

3. Uilize the existing i SCSI infrastructure (sonetinmes referred to
as "i SCSlI ecosystent) including but not limted to MB,
boot st rappi ng, negoti ation, nam ng and di scovery, and security.

4. Enable a session to operate in the Traditional iSCSI data
transfer node if i SERis not supported by either the initiator or
the target. (Do not require i SCSI Full Feature Phase
interoperability between an end node operating in Traditiona
i SCSI node and an end node operating in i SER-assi sted node.)

5. Allow initiator and target inplementations to utilize generic
RDVA- Capabl e Controllers such as RNICs or to inplenment iSCSI and
i SER in software. (Do not require i SCSI- or i SER-specific
assists in the RCaP inplenmentation or RDMA-Capabl e Controller.)

6. Inplenent a |ightweight Datanmover protocol for i SCSI wth ninimal
stat e nmai ntenance

1.4. Protocol Overview

Consistent with the architectural goals stated in Section 1.3, the

i SER protocol does not require changes in the i SCSI ecosystem or any
rel ated SCSI specifications. The i SER protocol defines the mapping
of 1SCSI PDUs to RCaP Messages in such a way that it is entirely
feasible to realize i SCSI/i SER i npl enentations that are based on
generi ¢ RDVMA- Capabl e Controllers. The i SER protocol |ayer requires
m ni mal state mai ntenance to assist a connection during the i SCS
Ful | Feature Phase, besides being oblivious to the notion of an i SCS
session. The crucial protocol aspects of iSER nmay be sunmarized as
fol | ows:
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1. iSER-assisted node is negotiated during the i SCSI login in the
| eadi ng connection for each session, and an entire i SCSI session
can only operate in one node (i.e., a connection in a session
cannot operate in i SER-assisted node if a different connection of
the sane session is already in Full Feature Phase in the
Tradi tional i SCSI node).

2. Once in i SER-assisted node, all iSCSI interactions on that
connection use RCaP Messages.

3. A Send Message is used for carrying an i SCSI control -type PDU
preceded by an i SER header. See Section 7.2 for nore details on
i SCSI control -type PDUs.

4. RDVA Wite, RDVA Read Request, and RDVMA Read Response Messages
are used for carrying control and all data information associ ated
with the i SCSI data-type PDUs (i.e., SCSI Data-In PDUs and R2T
PDUs). i SER does not use SCSI Data-Qut PDUs for solicited data,
and SCSI Data-Qut PDUs for unsolicited data are not treated as
i SCSI data-type PDUs by i SER because RDVA is not used. See
Section 7.1 for nore details on i SCSI data-type PDUs.

5. The target drives all data transfer (with the exception of i SCS
unsolicited data) for SCSI wites and SCSI reads, by issuing RDVA
Read Requests and RDMA Wites, respectively

6. RCaP is responsible for ensuring data integrity. (For exanple,
i WARP i ncl udes a CRC-enhanced fram ng | ayer called MPA on top of
TCP; and for InfiniBand, the CRCs are included in the Reliable
Connection node). For this reason, iSCSI header and data digests
are negotiated to "None" for iSCSlI/i SER sessions.

7. The iSCSI error recovery hierarchy defined in [iSCSI] is fully
supported by i SER  (However, see Section 7.3.11 on the handling
of SNACK Request PDUs.)

8. iSER requires no changes to i SCSI security and text node
negoti ati on nechani sns.

Note that Traditional iSCSI inplenentations may have to be adapted to
enploy i SER It is expected that the adaptation when required is
likely to be centered around the upper-layer interface requirenents
of 1 SER (Section 3).

Ko & Nezhi nsky St andards Track [ Page 8]



RFC 7145 i SER Specification April 2014

1.5. RDMA Services and i SER

i SER is designed to work with software and/or hardware protoco

stacks providing the protocol services defined in RCaP docunents such
as [RDVAP], [IB], etc. The follow ng subsections describe the key
protocol elenents of RCaP services on which i SER relies

1.5.1. STag

An STag is the identifier of an I/O Buffer unique to an RDMA- Capabl e
Controller that the i SER | ayer Advertises to the renote i SCSI/i SER
node in order to conplete a SCSI I/0Q

In i SER, Advertisenent is the act of infornming the target by the
initiator that an I/O Buffer is available at the initiator for RDVA
Read or RDMA Wite access by the target. The initiator Advertises
the 1/O Buffer by including the STag and the Base Offset in the
header of an i SER Message contai ning the SCSI Command PDU to the
target. The buffer length is as specified in the SCSI Command PDU

The i SER | ayer at the initiator Advertises the STag and the Base
Ofset for the 1/O Buffer of each SCSI 1/Oto the i SER | ayer at the
target in the i SER header of a Send Message containing the SCS
Command PDU, unless the I/O can be conpletely satisfied by
unsolicited data alone. The SendSE Message should be used if
supported by the RCaP layer (e.g., iWARP)

The i SER | ayer at the target provides the STag for the I/O Buffer
that is the Data Sink of an RDMA Read Operation (Section 1.5.4) to
the RCaP | ayer on the initiator node -- i.e., this is conpletely
transparent to the i SER | ayer at the initiator

The i SER | ayer at the initiator SHOULD invalidate the Advertised STag
upon a nornmal conpletion of the associated task. The Send with

I nval i date Message, if supported by the RCaP | ayer (e.g., i WARP), can
be used for automatic invalidation when it is used to carry the SCS
Response PDU. There are two exceptions to this autonatic
invalidation -- bidirectional commands and abnormal conpletion of a
conmand. The i SER | ayer at the initiator SHOULD explicitly
invalidate the STag in these two cases. That i SER | ayer MJST check
that STag invalidation has occurred whenever receipt of a Send with

I nval i date nessage is the expected nmeans of causing an STag to be
invalidated, and it MJST performthe STag invalidation if the STag
has not already been invalidated (e.g., because a Send Message was
used instead of Send with Invalidate).
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If the Advertised STag is not invalidated as recomended in the

f oregoi ng paragraph (e.g., in order to cache the STag for future
reuse), the I/O Buffer remains exposed to the network for access by
the RCaP. Such an I/O Buffer is capable of being read or witten by
the RCaP outside the scope of the i SCSI operation for which it was
originally established; this fact has both robustness and security
consi derations. The robustness considerations are that the system
containing the i SER initiator nay react poorly to an unexpected

nmodi fication of its nenory. For the security considerations, see
Section 11.

1.5.2. Send

Send is the RDMA Operation that is not addressed to an Adverti sed
buf fer and uses Untagged buffers as the nmessage is received.

The i SER | ayer at the initiator uses the Send Operation to transmit
any i SCSI control-type PDU to the target. As an exanple, the
initiator uses Send Operations to transfer i SER Messages contai ni ng
SCSI Conmand PDUs to the i SER | ayer at the target.

An i SER | ayer at the target uses the Send Operation to transmit any
i SCSI control-type PDUto the initiator. As an exanple, the target
uses Send Operations to transfer i SER Messages contai ni ng SCS
Response PDUs to the i SER | ayer at the initiator

For interoperability, iSER inplenentations SHOULD accept and
correctly process SendSE and Sendl nvSE nessages. However, SendSE and
Sendl nvSE nmessages are to be regarded as optim zations or
enhancenents to the basic Send Message, and their support may vary by

RCaP protocol and specific inplenmentation. In general, these
nmessages SHOULD NOT be used, unless the RCaP requires support for
themin all inplenentations. |f these nessages are used, the

i mpl enent ati on SHOULD be capable of reverting to use of Send in order
to work with a receiver that does not support these nessages.
Attenpted use of these nessages with a peer that does not support
themmay result in a fatal error that closes the RCaP connection

For exanple, these nmessages SHOULD NOT be used with the |nfiniBand
RCaP because Infini Band does not require support for themin al

cases. New i SER i npl enentati ons SHOULD use Send (and not SendSE or
Sendl nvSE) unl ess there are conpelling reasons for doing otherw se.
Simlarly, iSER inplenentations SHOULD NOT rely on events triggered
by SendSE and Sendl nvSE, as these nessages nmay not be used.
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1.5.3. RDVA Wite

RDMA Wite is the RDVMA Operation that is used to place data into an
Advertised buffer at the Data Sink. The Data Source addresses the
Message using an STag and a Tagged O fset that are valid on the Data
Si nk.

The i SER | ayer at the target uses the RDVA Wite Qperation to
transfer the contents of a local I/O Buffer to an Advertised I/0O
Buffer at the initiator. The iSER |ayer at the target uses the RDVA
Wite to transfer the whole data or part of the data required to
conplete a SCSI Read conmand.

The i SER layer at the initiator does not enploy RDVA Wites.
1.5.4. RDMA Read

RDVA Read is the RDVA Qperation that is used to retrieve data froman
Advertised buffer at the Data Source. The sender of the RDVA Read
Request addresses the Message using an STag and a Tagged O fset that
are valid on the Data Source in addition to providing a valid | ocal
STag and Tagged Offset that identify the Data Sink.

The i SER | ayer at the target uses the RDVA Read Operation to transfer
the contents of an Advertised I/O Buffer at the initiator to a | ocal
I/O Buffer at the target. The i SER |ayer at the target uses the RDVA
Read to fetch whole or part of the data required to conplete a SCSI
Wite Conmand.

The i SER | ayer at the initiator does not enpl oy RDVA Reads.
1.6. SCSI Read Overview

The i SER | ayer at the initiator receives the SCSI Command PDU from
the i SCSI layer. The iSER layer at the initiator generates an STag
for the I/O Buffer of the SCSI Read and Advertises the buffer by

i ncluding the STag and the Base Offset as part of the i SER header for
the PDU. The i SER Message is transferred to the target using a Send
Message. The SendSE Message should be used if supported by the RCaP
| ayer (e.g., i VARP).

The i SER | ayer at the target uses one or nore RDVA Wites to transfer
the data required to conplete the SCSI Read.

The i SER | ayer at the target uses a Send Message to transfer the SCSI

Response PDU back to the i SER layer at the initiator. The iSER |ayer
at the initiator invalidates the STag and notifies the i SCSI |ayer of
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1.

2.

2.

the availability of the SCSI Response PDU. The Send with Invalidate
Message, if supported by the RCaP | ayer (e.g., i WARP), can be used
for automatic invalidation of the STag.

7. SCSI Wite Overview

The i SER | ayer at the initiator receives the SCSI Comand PDU from
the i SCSI layer. |If solicited data transfer is involved, the i SER
layer at the initiator generates an STag for the I/O Buffer of the
SCSI Wite and Advertises the buffer by including the STag and the
Base Offset as part of the i SER header for the PDU.  The i SER Message
is transferred to the target using a Send Message. The SendSE
Message should be used if supported by the RCaP | ayer (e.g., i WARP).

The i SER | ayer at the initiator nay optionally send one or nore non-
i medi ate unsolicited data PDUs to the target using Send Messages.

If solicited data transfer is involved, the i SER | ayer at the target
uses one or nore RDMA Reads to transfer the data required to conplete
the SCSI Wite.

The i SER | ayer at the target uses a Send Message to transfer the SCSI
Response PDU back to the i SER layer at the initiator. The iSER |ayer
at the initiator invalidates the STag and notifies the i SCSI | ayer of
the availability of the SCSI Response PDU. The Send with Invalidate
Message, if supported by the RCaP | ayer (e.g., i WARP), can be used
for automatic invalidation of the STag.

Definitions and Acronyns
1. Definitions

Advertisenent (Advertised, Advertise, Advertisenents, Advertises) --
The act of informng a renote i SER (i SCSI Extensions for RDMVA)
| ayer that a | ocal node’'s buffer is available to it. A node makes
a buffer available for incom ng RDMA Read Request Message or
i ncom ng RDMA Wite Message access by informng the renote i SER
| ayer of the Tagged Buffer identifiers (STag, Base Ofset, and
buffer length). Note that this Advertisement of Tagged Buffer
information is the responsibility of the i SER | ayer on either end
and is not defined by the RDVA-Capable Protocol. A typical method
woul d be for the i SER | ayer to enbed the Tagged Buffer’s STag,
Base Ofset, and buffer length in a nessage destined for the
renmote i SER | ayer.

Base Offset - A val ue when added to the Buffer Offset forns the
Tagged O f set.
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Conpl eti on (Conpl eted, Conplete, Conpletes) - Conpletion is defined
as the process by which the RDMA- Capabl e Protocol |ayer inforns
the i SER | ayer that a particular RDMA Operation has performed all
functions specified for the RDMA Qperati on.

Connection - A connection is a logical bidirectional conmmunication
channel between the initiator and the target, e.g., a TCP
connection. Communi cati on between the initiator and the target
occurs over one or nore connections. The connections carry
control nessages, SCSI conmands, paraneters, and data within i SCSI
Protocol Data Units (i SCSI PDUs).

Connection Handle - An information elenent that identifies the
particul ar i SCSI connection and is unique for a given i SCSI |ayer
and the underlying i SER | ayer. Every invocation of an Operational
Primtive is qualified with the Connecti on Handl e.

Data Sink - The peer receiving a data payload. Note that the Data
Sink can be required to both send and recei ve RCaP ( RDMA- Capabl e
Protocol) Messages to transfer a data payl oad.

Data Source - The peer sending a data payload. Note that the Data
Source can be required to both send and recei ve RCaP Messages to
transfer a data payl oad.

Dat anover Interface (D) - The interface between the i SCSI |ayer and
t he Dat anover Layer as described in [DA].

Dat anover Layer - A layer that is directly below the i SCSI |ayer and
above the underlying transport layers. This |ayer exposes and
uses a set of transport-independent Operational Primitives for the
communi cati on between the i SCSI |ayer and itself. The Datanover
| ayer, operating in conjunction with the transport |ayers, noves
the control and data information on the i SCSI connection. 1In this
specification, the i SER | ayer is the Datanover |ayer.

Dat anover Protocol - A Datanover protocol is the wire protocol that
is defined to realize the Datanover-layer functionality. In this
specification, the i SER protocol is the Datanpover protocol.

I nbound RDMA Read Queue Depth (I RD) - The maxi num nunber of incom ng
out st andi ng RDMA Read Requests that the RDVA- Capable Controller
can handle on a particular RCaP Stream at the Data Source. For
sone RDVA- Capabl e Protocol layers, the term"IRD' nmay be known by
a different nane. For exanple, for InfiniBand, the equivalent to
IRD i s the Responder Resources.
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I/O Buffer - A buffer that is used in a SCSI Read or Wite operation
so SCSI data nmay be sent fromor received into that buffer.

i SCSI - The i SCSI protocol as defined in [iSCSI] is a nmapping of the
SCSI Architecture Mddel of SAM5 over TCP.

i SCSI control-type PDU - Any i SCSI PDU that is not an i SCSI data-
type PDU and al so not a SCSI Data-Qut PDU carrying solicited data
is defined as an i SCSI control -type PDU.  Specifically, it is to
be noted that SCSI Data-Qut PDUs for unsolicited data are defined
as 1 SCSI control -type PDUs.

i SCSI data-type PDU - An i SCSI data-type PDU is defined as an i SCSI
PDU t hat causes data transfer via RDVA operations at the i SER
| ayer, transparent to the renote i SCSI |ayer, to take place
bet ween the peer i SCSI nodes on a Full Feature Phase i SCSI
connection. An iSCSI data-type PDU, when requested for
transm ssion by the sender i SCSI |ayer, results in the associated
data transfer without the participation of the renote i SCSI |ayer,
i.e., the PDU itself is not delivered as-is to the renote i SCS|
| ayer. The following i SCSI PDUs constitute the set of iSCSI data-
type PDUs -- SCSI Data-ln PDU and R2T PDU.

i SCSI Layer - A layer in the protocol stack inplenentation within an
end node that inplenents the i SCSI protocol and interfaces with
the i SER | ayer via the Datanover Interface.

i SCSI PDU (i SCSI Protocol Data Unit) - The i SCSI |ayer at the
initiator and the i SCSI |layer at the target divide their
conmuni cations into nessages. The term"i SCSI Protocol Data Unit"
(iSCsl PDU) is used for these nessages.

i SCSI/i SER Connection - An i SER-assisted i SCSI connection. An i SCSI
connection that is not i SER assisted al ways maps onto a TCP
connection at the transport level. But an i SER-assisted i SCSI
connection may not have an underlying TCP connection. For sone
RCaP i npl enentations (e.g., iWARP), an i SER-assisted i SCSI
connection has an underlying TCP connection. For other RCaP
i mpl erentations (e.g., InfiniBand), there is no underlying TCP
connection. (In the specific exanple of InfiniBand [IB], an i SER-
assisted i SCSI connection is directly nmapped onto the InfiniBand
Rel i abl e Connecti on-based (RC) channel.)

i SCSI /i SER Session - An i SER-assisted i SCSI session. Al connections
of an i SCSI/i SER session are i SCSI/i SER connecti ons.

i SER - i SCSI Extensions for RDVA, the protocol defined in this
docunent .
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i SER-assisted - Atermgenerally used to describe the operation of
i SCSI when the i SER functionality is al so enabl ed bel ow the i SCS
| ayer for the specific i SCSI/iSER connection in question

i SER-IRD - This variable represents the maxi mum nunber of inconing
out st andi ng RDMA Read Requests that the i SER | ayer at the
initiator grants on a particular RCaP Stream

i SER-ORD - This variable represents the maxi mum nunber of outstanding
RDVA Read Requests that the i SER layer can initiate on a
particular RCaP Stream This variable is maintained only by the
i SER | ayer at the target.

i SER Layer - The layer that inplements the i SCSI Extensions for RDVA
(i SER) protocol

i WARP - A suite of wire protocols conprising of [RDMAP], [DDP], and
[ MPA] when | ayered above [TCP]. [RDMAP] and [DDP] may be | ayered
above SCTP or other transport protocols.

Local Mapping - A task state record naintained by the i SER | ayer that
associates the Initiator Task Tag to the Local STag(s). The
specifics of the record structure are inplenentati on dependent.

Local Peer - The inplenentation of the RDVA- Capabl e Protocol on the
| ocal end of the connection. Used to refer to the local entity
when descri bing protocol exchanges or other interactions between
two nodes.

Node - A conputing device attached to one or nore |inks of a network.
A node in this context does not refer to a specific application or
protocol instantiation running on the conputer. A node nmay
consi st of one or nore RDVA- Capable Controllers installed in a
host conputer.

Qperational Primtive - An Operational Prinmtive is an abstract
functional interface procedure that requests another |ayer to
performa specific action on the requestor’s behalf or notifies
the other layer of sone event. The Datanover Interface between an
i SCSI layer and a Datanmover |ayer within an i SCSI end node uses a
set of Operational Primtives to define the functional interface
between the two |layers. Note that not every invocation of an
Qperational Primtive may elicit a response fromthe requested
layer. A full discussion of the Operational Prinmitive types and
request-response semantics available to i SCSI and i SER can be
found in [DA].
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Qut bound RDVA Read Queue Depth (ORD) - The naxi mum nunber of
out st andi ng RDMA Read Requests that the RDVA- Capable Controller
can initiate on a particular RCaP Stream at the Data Sink. For
sonme RDMA- Capabl e Protocol |ayer, the term"ORD' may be known by a
different nane. For exanple, for InfiniBand, the equivalent to
ORD is the Initiator Depth.

Phase Coll apse - Refers to the optimzation in i SCSI where the SCS|
status is transferred along with the final SCSI Data-In PDU froma
target. See Section 4.2 in [iSCSI].

RCaP Message - One or nore packets of the network |ayer that
constitute a single RDVA operation or a part of an RDVA Read
Operation of the RDVA- Capabl e Protocol. For i WARP, an RCaP
Message i s known as an RDVAP Message.

RCaP Stream - A single bidirectional association between the peer
RDVA- Capabl e Protocol |ayers on two nodes over a single transport-
| evel stream For i WARP, an RCaP Streamis known as an RDVAP
Stream and the association is created follow ng a successful
Logi n Phase during which i SER support is negoti at ed.

RDVA- Capabl e Protocol (RCaP) - The protocol or protocol suite that
provides a reliable RDVA transport functionality, e.g., iWARP,
I nfini Band, etc.

RDVA- Capabl e Controller - A network I/0O adapter or enbedded
controller with RDMA functionality. For exanple, for i WARP, this
could be an RNIC, and for InfiniBand, this could be a HCA (Host
Channel Adapter) or TCA (Target Channel Adapter).

RDVA- enabl ed Network Interface Controller (RNIC) - A network 1/0
adapter or enbedded controller with i WARP functionality.

RDVA Operation - A sequence of RCaP Messages, including control
messages, to transfer data froma Data Source to a Data Sink. The
foll owi ng RDMA Qperations are defined -- RDVMA Wite Operation,
RDVA Read Operation, and Send Operation.

RDVA Protocol (RDMAP) - A wire protocol that supports RDMA Operations
to transfer ULP data between a Local Peer and the Renote Peer as
described in [ RDVAP] .

RDVA Read Operation - An RDMA Qperation used by the Data Sink to
transfer the contents of a Data Source buffer fromthe Renote Peer
to a Data Sink buffer at the Local Peer. An RDVA Read operation
consists of a single RDMA Read Request Message and a single RDVA
Read Response Message.
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RDVA Read Request - An RCaP Message used by the Data Sink to request
the Data Source to transfer the contents of a buffer. The RDVA
Read Request Message describes both the Data Source and the Data
Si nk buffers.

RDVA Read Response - An RCaP Message used by the Data Source to
transfer the contents of a buffer to the Data Sink, in response to
an RDVA Read Request. The RDVA Read Response Message only
describes the Data Sink buffer.

RDVA Wite Operation - An RDVA Operation used by the Data Source to
transfer the contents of a Data Source buffer fromthe Local Peer
to a Data Sink buffer at the Renpote Peer. The RDVA Wite Message
only describes the Data Sink buffer.

Renmote Direct Menory Access (RDMA) - A nethod of accessing nmenory on
a renote systemin which the local system specifies the renote
| ocation of the data to be transferred. Enploying an RDVA-
Capabl e Controller in the renbte systemallows the access to take
pl ace without interrupting the processing of the CPU(s) on the
system

Renmote Mapping - A task state record maintai ned by the i SER | ayer
that associates the Initiator Task Tag to the Advertised STag(s)
and the Base Offset(s). The specifics of the record structure are
i mpl erent ati on dependent.

Remote Peer - The inplenentation of the RDVA- Capabl e Protocol on the
opposite end of the connection. Used to refer to the renote
entity when describing protocol exchanges or other interactions
bet ween two nodes.

SCSI Layer - This layer builds/receives SCSI CDBs (Comand Descri ptor
Bl ocks) and sends/receives themw th the remrai ni ng command execute
[ SAMb] paraneters to/fromthe i SCSI | ayer.

Send - An RDVA Qperation that transfers the content of a buffer from
the Local Peer to an untagged buffer at the Renote Peer.

Sendl nvSE Message - A Send with Solicited Event and | nvalidate
Message.

SendSE Message - A Send with Solicited Event Message.
Sequence Number (SN) - DataSN for a SCSI Data-1n PDU and R2TSN for an

R2T PDU. The semantics for both types of sequence numbers are as
defined in [iSCSI].
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Session, iSCSI Session - The group of connections that link an
initiator SCSI port with a target SCSI port forman i SCSI session
(equivalent to a SCSI Initiator-Target (I-T) nexus). Connections
can be added to and renopved froma session even while the I-T
nexus is intact. Across all connections within a session, an
initiator sees one and the sane target.

Steering Tag (STag) - An identifier of a Tagged Buffer on a node
(Local or Renote) as defined in [ RDMAP] and [DDP]. For other
RDVA- Capabl e Protocols, the Steering Tag may be known by different
nanes but will be referred to herein as STags. For example, for
I nfiniBand, a Renbte STag is known as an R-Key, and a Local STag
is known as an L-Key, and both will be considered STags.

Tagged Buffer - A buffer that is explicitly Advertised to the i SER
| ayer at the renote node through the exchange of an STag, Base
O fset, and | ength.

Tagged Offset - The offset within a Tagged Buffer

Traditional iSCSI - Refers to the i SCSI protocol as defined in
[ISCSI]T (i.e., without the i SER enhancenents).

Unt agged Buffer - A buffer that is not explicitly Advertised to the
i SER | ayer at the renpde node

2.2. Acronyns

Acronym Definition

AHS Addi tional Header Segnent

BHS Basi ¢ Header Segnent

CO Connection Only

CRC Cycli ¢ Redundancy Check

DDP Direct Data Placenment Protoco

DI Dat anover Interface

HCA Host Channel Adapter

| ANA I nternet Assigned Nunbers Authority
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I B
| ETF
/0
10
I P
| Pol B
| Psec
i SER
ITT
LO

MPA

NSG
PDU
R2T
R2TSN
RCaP
RDVA
RDVAP
RFC
RNI C
SANVD

SCSI

Ko & Nezhi nsky

i SER Specification

I nfini Band

I nt ernet Engi neering Task Force

| nput - Qut put

Initialize Only

I nt ernet Protocol

| P over InfiniBand

I nternet Protocol Security

i SCSI Extensions for RDVA

Initiator Task Tag

Leading Only

Mar ker PDU Aligned Frami ng for TCP
No Operation

Next Stage (during the i SCSI Logi n Phase)
Protocol Data Unit

Ready To Transfer

Ready To Transfer Sequence Nunber
RDVA- Capabl e Prot ocol

Renmote Direct Menory Access

Renote Direct Menory Access Protocol
Request For Comments

RDVA- enabl ed Network Interface Controller
SCSI Architecture Mdel - 5

Smal | Conputer System Interface
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SNACK Sel ective Negative Acknow edgnent - al so

Sequence Number Acknow edgenent for data

STag Steering Tag

SW Session Wde

TCA Tar get Channel Adapter

TCP Transm ssion Control Protoco
TVF Task Managenent Function

TTT Target Transfer Tag

ULP Upper Level Protoco

2.3. Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Upper-Layer Interface Requirenents

This section discusses the upper-layer interface requirenents in the
formof an abstract nodel of the required interactions between the

i SCSI layer and the i SER | ayer. The abstract nodel used here is
derived fromthe architectural nodel described in [DA]. [DA] also
provides a functional overview of the interactions between the i SCS
| ayer and t he Datanover |ayer as intended by the Datanover
Architecture.

The interface requirenents are specified by Operational Primtives.
An Operational Primtive is an abstract functional interface
procedure between the i SCSI |ayer and the i SER | ayer that requests
one layer to performa specific action on behalf of the other |ayer
or notifies the other |ayer of sonme event. Wenever an Operationa
Primtive in invoked, the Connection_Handle qualifier is used to
identify a particular iSCSI connection. For some Operationa
Primtives, a Data Descriptor is used to identify the i SCSI/SCSI data
buffer associated with the requested or conpl eted operation

The abstract nmodel and the Operational Primitives defined in this
section facilitate the description of the i SER protocol. In the rest
of the i SER specification, the conpliance statenments related to the
use of these Qperational Prinitives are only for the purpose of the
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3.

3.

3.

required interactions between the i SCSI |ayer and the i SER | ayer

Note that the conpliance statements related to the Operationa
Primtives in the rest of this specification only nandate functiona
equi val ence on inpl enentations, but do not put any requirenments on
the inplenmentation specifics of the interface between the i SCSI | ayer
and the i SER | ayer.

Each Operational Prinmitive is invoked with a set of qualifiers which
specify the information context for performing the specific action
bei ng requested of the Operational Primtive. Wile the qualifiers
are required, the nmethod of realizing the qualifiers (e.g., by
passi ng synchronously with invocation, or by retrieving fromtask
context, or by retrieving fromshared nenory, etc.) is inplenentation
dependent .

1. Operational Primtives offered by i SER

The i SER protocol |ayer MJST support the follow ng Operationa
Prinmtives to be used by the i SCSI protocol |ayer.

1.1. Send_Contro

I nput qualifiers: Connection_Handle, BHS and AHS (if any) of the
i SCSI PDU, PDU specific qualifiers

Return results: Not specified

This is used by the i SCSI layers at the initiator and the target to
request the outbound transfer of an i SCSI control -type PDU (see
Section 7.2). Qualifiers that only apply for a particular control -
type PDU are known as PDU specific qualifiers, e.g.

| nredi at eDat aSi ze for a SCSI Wite conmand. For details on PDU
specific qualifiers, see Section 7.3. The i SCSI |ayer can only

i nvoke the Send_Control Operational Prinitive when the connection is
in i SER-assi sted node.

1.2. Put_Data

I nput qualifiers: Connection_Handle, content of a SCSI Data-ln
PDU header, Data_Descriptor, Notify Enable

Return results: Not specified

This is used by the i SCSI |ayer at the target to request the outbound
transfer of data for a SCSI Data-ln PDU fromthe buffer identified by
the Data_Descriptor qualifier. The iSCSI |ayer can only invoke the
Put _Data Operational Prinmtive when the connection is in i SER-
assi st ed node.
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3.

3.

The Notify Enable qualifier is used to indicate to the i SER | ayer
whet her or not it should generate an eventual |ocal conpletion
notification to the i SCSI layer. See Section 3.2.2 on

Dat a_Conpl etion_Notify for details.

1.3. Get_Data

I nput qualifiers: Connection_Handle, content of an R2T PDU
Dat a_Descriptor, Notify_Enable

Return results: Not specified

This is used by the i SCSI |layer at the target to request the inbound
transfer of solicited data requested by an R2T PDU into the buffer
identified by the Data_Descriptor qualifier. The iSCSI |ayer can
only invoke the Get_Data Operational Primtive when the connection is
in i SER-assi sted node.

The Notify Enable qualifier is used to indicate to the i SER | ayer
whet her or not it should generate the eventual |ocal conpletion
notification to the i SCSI layer. See Section 3.2.2 on

Dat a_Conpl etion_Notify for details.

1.4. Al ocate Connection_Resources

I nput qualifiers: Connection_Handle, Resource_Descriptor
(optional)

Return results: Status

This is used by the i SCSI layers at the initiator and the target to
request the allocation of all connection resources necessary to
support RCaP for an operational iSCSI/iSER connection. The i SCS

| ayer may optionally specify the inplenentation-specific resource
requirenents for the i SCSI connection using the Resource_Descri ptor
qualifier.

A return result of Status=success neans the invocation succeeded, and
a return result of Status=failure nmeans that the invocation failed.

If the invocation is for a Connection_Handle for which an earlier

i nvocati on succeeded, the request will be ignored by the i SER | ayer
and the result of Status=success will be returned. Only one

Al l ocat e_Connecti on_Resources Qperational Primtive invocation can be
outstanding for a given Connection_Handle at any tine.
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3.1.5. Deallocate_Connection_Resources
I nput qualifiers: Connection_Handle
Return results: Not specified

This is used by the i SCSI layers at the initiator and the target to
request the deallocation of all connection resources that were

all ocated earlier as a result of a successful invocation of the

Al'l ocat e_Connecti on_Resources Operational Primtive.

3.1.6. Enabl e_Dat anover

I nput qualifiers: Connection_Handle,
Transport _Connecti on_Descriptor, Final Logi n_Response_PDU
(optional)

Return results: Not specified

This is used by the i SCSI layers at the initiator and the target to
request that i SER assisted node be used for the connection. The
Transport _Connecti on_Descriptor qualifier is used to identify the
specific connection associated with the Connection_Handle. The i SCS
| ayer can only invoke the Enabl e _Dat anover Operational Prinitive when
there was a corresponding prior resource allocation

The Fi nal _Logi n_Response_PDU i nput qualifier is applicable only for a
target and contains the final Login Response PDU that concl udes the
i SCSI Logi n Phase.

3.1.7. Connection_Term nate
I nput qualifiers: Connection_Handle
Return results: Not specified
This is used by the i SCSI layers at the initiator and the target to
request that a specified i SCSI/i SER connection be terninated and all
associ at ed connection and task resources be freed. Wen this
Operational Primtive invocation returns to the i SCSI |ayer, the

i SCSI |ayer may assune full ownership of all iSCSI-I|evel resources,
e.g., I/OBuffers, associated with the connection
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3.

3.

3.

1.8. Notice_ Key Values

I nput qualifiers: Connection_Handl e, nunber of keys, list of Key-
Val ue pairs

Return results: Not specified

This is used by the i SCSI layers at the initiator and the target to
request the i SER layer to take note of the specified Key-Value pairs
that were negotiated by the i SCSI peers for the connection

1.9. Deallocate Task Resources
I nput qualifiers: Connection_Handle, |ITT
Return results: Not specified

This is used by the i SCSI layers at the initiator and the target to
request the deallocation of all RCaP-specific resources allocated by
the i SER | ayer for the task identified by the ITT qualifier. The

i SER | ayer nmay require a certain nunber of RCaP-specific resources
associated with the ITT for each new i SCSI task. |In the nornmal
course of execution, these task-level resources in the i SER | ayer are
assuned to be transparently allocated on each task initiation and
deal | ocated on the conclusion of each task as appropriate. In
exception scenarios where the task does not conclude with a SCS
Response PDU, the i SER | ayer needs to be notified of the individua
task termnations to aid its task-level resource managenment. This
Operational Primtive is used for this purpose and is not needed when
a SCSI Response PDU normally concludes a task. Note that RCaP-
specific task resources are deallocated by the i SER | ayer when a SCS
Response PDU nornally concludes a task, even if the SCSI status was
not success.

2. Operational Primtives Used by i SER
The i SER | ayer MJST use the following Operational Primtives offered

by the i SCSI protocol |ayer when the connection is in i SER assisted
node.
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3.2.1. Control _Notify
I nput qualifiers: Connection_Handle, an i SCSI control -type PDU
Return results: Not specified

This is used by the i SER layers at the initiator and the target to
notify the i SCSI |ayer of the availability of an inbound i SCS|
control -type PDU. A PDU is described as "available" to the i SCSI

| ayer when the i SER | ayer notifies the i SCSI |ayer of the reception
of that inbound PDU, along with an inplenentation-specific indication
as to where the received PDU is.

3.2.2. Data_Conpletion_Notify
I nput qualifiers: Connection_Handle, ITT, SN
Return results: Not specified

This is used by the i SER | ayer to notify the i SCSI |ayer of the
conpl etion of the outbound data transfer that was requested by the
i SCSI layer only if the invocation of the Put_Data Operational
Primtive (see Section 3.1.2) was qualified with Notify_ Enabl e set.
SN refers to the DataSN associated with the SCSI Data-I1n PDU.

This is used by the i SER | ayer to notify the i SCSI |ayer of the
conpl etion of the inbound data transfer that was requested by the
i SCSI layer only if the invocation of the Get_Data Operational
Primtive (see Section 3.1.3) was qualified with Notify_ Enabl e set.
SN refers to the R2ZTSN associ ated with the R2T PDU.

3.2.3. Data_ACK Notify
I nput qualifier: Connection_Handle, |ITT, DataSN
Return results: Not specified

This is used by the i SER | ayer at the target to notify the i SCSI

| ayer of the arrival of the data acknow edgenent (as defined in
[1SCSI]) requested earlier by the i SCSI |ayer for the outbound data
transfer via an invocation of the Put_Data Qperational Prinitive
where the A-bit in the SCSI Data-In PDUis set to one. See Section
7.3.5. DataSNrefers to the expected DataSN of the next SCSI Data-ln
PDU that immediately follows the SCSI Data-1n PDU with the A-bit set
to which this notification corresponds, with semantics as defined in
[iSCsl].
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3.2.4. Connection_Term nate_Notify
I nput qualifiers: Connection_Handle
Return results: Not specified

This is used by the i SER layers at the initiator and the target to
notify the i SCSI |ayer of the unsolicited ternmination or failure of
an i SCSI/i SER connection. The i SER | ayer MJST deal | ocate the
connection and task resources associated with the terni nated
connection before the invocation of this Qperational Prinmtive. Note
that the Connection_Termnate Notify Operational Primtive is not

i nvoked when the term nation of the connection was earlier requested
by the local iSCSl |ayer.

3.3. iSCSlI Protocol Usage Requirenents

To operate in i SER-assisted node, the i SCSI |ayers at both the
initiator and the target MJST negoti ate the RDMAEXtensions key (see
Section 6.3) to "Yes" on the |eading connection. |If the
RDMAEXt ensi ons key is not negotiated to "Yes", then i SER-assi sted
nmode MUST NOT be used. |f the RDMAEXtensons key is negotiated to
"Yes", but the invocation of the Al ocate_Connection_Resources
Qperational Primtive to the i SER layer fails, the i SCSI |ayer MJST
fail the i SCSI Login process or terninate the connection as
appropriate. See Section 10.1.3.1 for details.

If the RDMAEXxtensions key is negotiated to "Yes", the i SCSI | ayer
MUST satisfy the follow ng protocol usage requirenments fromthe i SER
pr ot ocol

1. The i SCSI layer at the initiator MJST set ExpDataSN to zero in
Task Managenent Function Requests for Task All egi ance
Reassi gnnent for read/bidirectional commands, so as to cause the
target to send all unacknow edged read dat a.

2. The i SCSI |ayer at the target MJST al ways return the SCSI status
in a separate SCSI Response PDU for read conmands, i.e., there
MUST NOT be a "phase collapse" in concluding a SCSI Read Comand.

3. The iSCSI |ayers at both the initiator and the target MJST
support the keys as defined in Section 6 on Logi n/ Text
Qperational Keys. |If used as specified, these keys MJST NOT be
answered wi th Not Understood, and the semantics as defined MJST be
foll owed for each i SER-assi sted connecti on

4. The iSCSI layer at the initiator MJST NOT i ssue SNACKs for PDUs.
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4.

4.1.

Lower - Layer |Interface Requirenents

Interactions with the RCaP Layer

The i SER protocol layer is layered on top of an RCaP | ayer (see
Figure 1) and the following are the key features that are assuned to
be supported by any RCaP | ayer:

*

The RCaP | ayer supports all basic RDVA operations, including the
RDVA Wite Operation, RDVA Read Operation, and Send Operation.

The RCaP | ayer provides reliable, in-order nessage delivery and
direct data placenent.

Wien the i SER layer initiates an RDMA Read Operation follow ng an
RDVA Wite Operation on one RCaP Stream the RDMA Read Response
Message processing on the renote node will be started only after
the preceding RDMA Wite Message payload is placed in the nenory
of the renote node.

The RCaP | ayer encapsul ates a single i SER Message into a single
RCaP Message on the Data Source side. The RCaP | ayer decapsul ates
the i SER Message before delivering it to the i SER | ayer on the
Data Sink side.

For an RCaP |l ayer that supports the Send with |Invalidate Message
(e.g., iWARP), when the i SER | ayer provides the STag to be
renotely invalidated to the RCaP | ayer for a Send with Invalidate
Message, the RCaP | ayer uses this STag as the STag to be
invalidated in the Send with Invalidate Message.

The RCaP | ayer uses the STag and Tagged O fset provided by the
i SER  ayer for the RDMA Wite and RDVA Read Request Messages.

When the RCaP | ayer delivers the content of an RDVA Send Message
to the i SER | ayer, the RCaP |l ayer provides the length of the RDVA
Send Message. This ensures that the i SER | ayer does not have to
carry a length field in the i SER header.

When the RCaP | ayer delivers the Send Message to the i SER | ayer,
it notifies the i SER | ayer with the nechani sm provi ded on t hat
interface.

For an RCaP |l ayer that supports the Send with |Invalidate Message
(e.g., iWARP), when the RCaP layer delivers a Send with Invalidate
Message to the i SER layer, it passes the value of the STag that
was i nval i dat ed.

Ko & Nezhi nsky St andards Track [ Page 27]



RFC 7145 i SER Specification April 2014

*  The RCaP | ayer propagates all status and error indications to the
i SER | ayer.

* For a transport |ayer that operates in byte stream node such as
TCP, the RCaP inpl enentati on supports the enabling of the RDVA
node after connection establishnment and the exchange of Login
paraneters in byte streamnode. For a transport |ayer that
provi des nmessage delivery capability such as [IB], the RCaP
i mpl enent ati on supports the direct use of the nessaging capability
by the i SCSI |ayer for the Login Phase after connection
est abli shnent and before enabling i SER-assisted node. (In the
specific exanple of InfiniBand [IB], the i SCSI |ayer uses |IB
nmessages to transfer i SCSI PDUs for the Login Phase after
connection establishnent and before enabling i SER-assi sted node.)

* \Wenever the i SER | ayer ternminates the RCaP Stream the RCaP | ayer
term nates the associ ated connection

4.2. Interactions with the Transport Layer

After the i SER connection is established, the RCaP | ayer and the
underlying transport |ayer are responsible for maintaining the
connection and reporting to the i SER | ayer any connection failures.

5. Connection Setup and Term nation
5.1. iSCSl/iSER Connection Setup

During connection setup, the i SCSI |ayer at the initiator is
responsi ble for establishing a connection with the target. After the
connection is established, the i SCSI layers at the initiator and the
target enter the Login Phase using the sanme rules as outlined in
[iSCSI]. The connection transitions into the i SCSI Full Feature
Phase in i SER-assi sted node foll owi ng a successful |ogin negotiation
between the initiator and the target in which i SER- assisted node is
negoti ated and the connection resources necessary to support RCaP
have been allocated at both the initiator and the target. The sane
connecti on MJUST be used for both the i SCSI Login Phase and the
subsequent i SER-assisted Full Feature Phase.

For a transport layer that operates in byte stream node such as TCP
the RCaP inpl enentati on supports the enabling of the RDVA node after
connection establishnment and the exchange of Login paraneters in byte
stream node. For a transport |ayer that provides nessage delivery
capability such as [IB], the RCaP inplenentation supports the use of
the messaging capability by the i SCSI |ayer directly for the Login
Phase after connection establishment before enabling i SER-assi sted
node.
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i SER- assi sted node MJUST NOT be enabled unless it is negotiated on the
| eadi ng connection during the Logi nOperational Negoti ation stage of
the i SCSI Logi n Phase. i SER-assisted node is negotiated using the
RDMAEXt ensi ons=<bool ean-val ue> key. Both the initiator and the
target MJST exchange the RDMAExtensions key with the value set to
"Yes" to enable i SER-assisted node. |If both the initiator and the
target fail to negotiate the RDVAEXt ensions key set to "Yes", then

t he connection MJST continue with the login semantics as defined in
[iSCSI]. |If the RDMAExtensions key is not negotiated to Yes, then
for sone RCaP inplenentation (such as [IB]), the existing connection
may need to be torn down and a new connection may need to be
established in TCP-capable node. (For InfiniBand, this will require
a connection like [IPolB].)

i SER- assi sted node is defined for a Nornal session only, and the
RDMVAEXt ensi ons key MJST NOT be negotiated for a Discovery session.

Di scovery sessions are always conducted using the transport |ayer as
described in [iSCSI].

An i SER-enabl ed node is not required to initiate the RDMAEXt ensions
key exchange if its preference is for the Traditional iSCSI node.
The RDMAEXt ensions key, if offered, MJST be sent in the first

avai |l abl e Logi n Response or Login Request PDU in the

Logi nOper ati onal Negotiation stage. This is due to the fact that the
val ue of sone Login paraneters might depend on whether or not i SER-
assi sted node is enabl ed.

i SER-assi sted node is a session-wide attribute. |If both the
initiator and the target negoti ated RDMAEXt ensi ons="Yes" on the

| eadi ng connection of a session, then all subsequent connections of
the sane session MJST enabl e i SER-assi sted node wi t hout having to
exchange RDMAEXt ensions keys during the i SCSI Logi n Phase.
Conversely, if both the initiator and the target failed to negotiate
RDMAEXt ensi ons to "Yes" on the | eadi ng connection of a session, then
t he RDMAEXt ensi ons key MJUST NOT be negotiated further on any

addi ti onal subsequent connection of the session.

When t he RDMAEXt ensions key is negotiated to "Yes", the HeaderDi gest
and t he Dat aDi gest keys MJUST be negotiated to "None" on all

i SCSI/i SER connections participating in that i SCSI session. This is
because, for an i SCSI/i SER connection, RCaP is responsible for
providing error detection that is at |least as good as a 32-bit CRC
for all iSER Messages. Furthernore, all SCSI Read data are sent
using RDVMA Wite Messages instead of the SCSI Data-In PDUs, and all
solicited SCSI Wite data are sent using RDVMA Read Response Messages
i nstead of the SCSI Data-Qut PDUs. HeaderDi gest and Dat aDi gest that
apply to i SCSI PDUs woul d not be appropriate for RDMA Read and RDVA
Wite operations used with i SER
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5.1.1. Initiator Behavior

If the outconme of the i SCSI negotiation is to enable i SER- assi sted
nmode, then on the initiator side, prior to sending the Login Request
with the T (Transit) bit set to one and the NSG (Next Stage) field
set to Full FeaturePhase, the i SCSI |ayer SHOULD request the i SER

| ayer to allocate the connection resources necessary to support RCaP
by invoking the All ocate_Connection_Resources Operational Primtive.
The connection resources required are defined by the inplenentation
and are outside the scope of this specification. The iSCSI |ayer may
i nvoke the Notice_Key Values Operational Primtive before invoking
the Allocate_Connecti on_Resources Operational Prinitive to request
the i SER | ayer to take note of the negotiated val ues of the i SCS
keys for the connection. The specific keys to be passed in as input
qualifiers are inplenentati on dependent. These may include, but are
not limted to, MaxQutstandi ngR2T and Error RecoverylLevel

Anong t he connection resources allocated at the initiator is the

| nbound RDVMA Read Queue Depth (IRD). As described in Section 9.5.1,
R2Ts are transfornmed by the target into RDVA Read operations. |IRD
limts the maxi mum nunber of sinultaneously inconming outstandi ng RDVA
Read Requests per an RCaP Streamfromthe target to the initiator.
The required value of IRDis outside the scope of the i SER
specification. The i SER layer at the initiator MJST set IRDto 1 or
higher if R2Ts are to be used in the connection. However, the i SER
layer at the initiator MAY set IRD to zero based on inplenmentation
configuration; setting IRDto zero indicates that no R2Ts will be
used on that connection. Initially, the i SERIRD value at the
initiator SHOULD be set to the IRD value at the initiator and MJST
NOT be nore than the | RD val ue.

On the other hand, the Qutbound RDVMA Read Queue Depth (ORD) MAY be
set to zero since the i SER layer at the initiator does not issue RDVA
Read Requests to the target.

Failure to allocate the requested connection resources locally
results in alogin failure, and its handling is described in Section
10. 1. 3. 1.

The i SER | ayer MJST return a success status to the i SCSI layer in
response to the Allocate_Connection_Resources Operational Primtive.
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After the target returns the Login Response with the T bit set to one
and the NSG field set to Full FeaturePhase, and a Status-C ass of 0x00
(Success), the i SCSI | ayer MJST i nvoke t he Enabl e_Dat anover
Operational Primtive with the following qualifiers. (See Section
10.1.4.6 for the case when the Status-C ass is not Success.)

a. Connection_Handle that identifies the i SCSI connection

b. Transport_Connection_Descriptor that identifies the specific
transport connection associated with the Connection_Handl e.

The i SER | ayer MJUST send the i SER Hell o Message as the first i SER
Message only if i SERHel |l oRequired is negotiated to "Yes". See
Section 5.1.3 on i SER Hel |l o Exchange.

If the i SCSI |ayer on the initiator side allocates the connection
resources to support RCaP only after it receives the final Login
Response PDU fromthe target, then it nmay not be able to handle the
nunber of unexpected i SCSI control -type PDUs (as declared by the
MaxCut st andi ngUnexpect edPDUs key fromthe initiator) that can be sent
by the target before the buffer resources are allocated at the
initiator side. In this case, the i SERHel | oRequired key SHOULD be
negotiated to "Yes" so that the initiator can allocate the connection
resources before sending the i SER Hell o Message. See Section 5.1.3
for nore details.

5.1.2. Target Behavior

If the outcone of the i SCSI negotiation is to enable i SER-assi sted
node, then on the target side, prior to sending the Login Response
with the T (Transit) bit set to one and the NSG (Next Stage) field
set to Full FeaturePhase, the i SCSlI |ayer MJST request the i SER | ayer
to allocate the resources necessary to support RCaP by invoking the
Al'l ocat e_Connecti on_Resources Operational Primtive. The connection
resources required are defined by inplenmentation and are outside the
scope of this specification. Optionally, the i SCSI |ayer may invoke
the Notice Key Values Operational Primitive before invoking the

Al | ocat e_Connecti on_Resources Operational Prinmtive to request the

i SER  ayer to take note of the negotiated val ues of the i SCSI keys
for the connection. The specific keys to be passed in as input
qualifiers are inplenmentation dependent. These may include, but not
limted to, MaxQutstandi ngR2T and Error Recoverylevel

Premat ure all ocati on of RCaP connection resources can expose an i SER
target to a resource exhaustion attack on those resources via

mul tiple i SER connections that progress only to the point at which
the inplenmentation allocates the RCaP connection resources. The
counterneasure for this attack is initiator authentication; the i SCS
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| ayer MJUST NOT request the i SER layer to allocate the connection
resources necessary to support RCaP until the i SCSI |ayer is
sufficiently far along in the i SCSI Login Phase that it is reasonably

certain that the peer side is not an attacker. In particular, if the
Logi n Phase includes a SecurityNegotiation stage, the i SCSI | ayer
MUST defer the connection resource allocation (i.e., invoking the

Al'l ocat e_Connecti on_Resources Qperational Prinitive) to the
Logi nOper ati onal Negoti ation stage ([iSCSI]) so that the resource
al l ocation occurs after the authentication phase is conpl eted.

Anong the connection resources allocated at the target is the

Qut bound RDVA Read Queue Depth (ORD). As described in Section 9.5.1,
R2Ts are transfornmed by the target into RDVMA Read operations. The
ORD limts the maxi mum nunber of sinultaneously outstandi ng RDMA Read
Requests per RCaP Streamfromthe target to the initiator.

Initially, the i SER-CRD value at the target SHOULD be set to the ORD
val ue at the target.

On the other hand, the IRD at the target MAY be set to zero since the
i SER | ayer at the target does not expect RDVA Read Requests to be
i ssued by the initiator.

Failure to allocate the requested connection resources locally
results in alogin failure, and its handling is described in Section
10.1. 3. 1.

If the i SER layer at the target is successful in allocating the
connection resources necessary to support RCaP, the follow ng events
MUST occur in the specified sequence:

1. The i SER | ayer MJST return a success status to the i SCSI layer in
response to the Allocate Connecti on_Resources Operationa
Primtive.

2. The i SCSI |ayer MJIST invoke the Enabl e_Dat anover Operationa
Primtive with the following qualifiers

a. Connection_Handle that identifies the i SCSI connection

b. Transport_Connection_Descriptor that identifies the specific
transport connection associated with the Connection_Handl e.

c. The final transport-layer (e.g., TCP) nmessage containing the

Logi n Response with the T bit set to one and the NSG field set
to Ful | Feat ur ePhase.
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3. The i SER | ayer MJST send the final Login Response PDU in the
native transport node to conclude the i SCSI Login Phase. |If the
underlying transport is TCP, then the i SER | ayer MJST send the
final Login Response PDU in byte stream node

4., After receiving the i SER Hell o Message fromthe initiator, the
i SER | ayer MJST respond with the i SER Hel | oReply Message to be
sent as the first i SER Message if i SERHel | oRequired i s negoti ated
to "Yes". If the i SER |layer receives an i SER Hel|l o Message when
i SERHel | oRequired is negotiated to "No", then this MJST be treated
as an i SER protocol error. See Section 5.1.3 on i SER Hell o
Exchange for nore details.

Note: In the above sequence, the operations as described in itens 3
and 4 MJST be perfornmed atonmically for i WARP connections. Failure to
do this may result in race conditions.

5.1.3. i SER Hell o Exchange

If i SERHel | oRequired is negotiated to "Yes", the first i SER Message
sent by the i SER layer at the initiator to the target MJST be the

i SER Hell o Message. The i SER Hell o Message is used by the i SER | ayer
at the initiator to declare i SER paraneters to the target. See
Section 9.3 on i SER Header Format for i SER Hell o Message.

Conversely, if i SERHell oRequired is negotiated to "No", then the i SER
| ayer at the initiator MJST NOT send an i SER Hel | o Message.

In response to the i SER Hell o Message, the i SER | ayer at the target
MUST return the i SER Hel | oReply Message as the first i SER Message
sent by the target if i SERHell oRequired is negotiated to "Yes". The
i SER Hel | oReply Message is used by the i SER | ayer at the target to
declare i SER paraneters to the initiator. See Section 9.4 on i SER
Header Format for iSER Hell oReply Message. |If the i SER | ayer
receives an i SER Hell o Message when i SERHel | oRequired i s negoti ated
to "No", then this MJIST be treated as an i SER protocol error. See
Section 10.1.3.4 on i SER Protocol Errors on for nore details.

In the i SER Hell o Message, the i SER | ayer at the initiator declares
the i SER-I RD value to the target.

Upon receiving the i SER Hell o Message, the i SER | ayer at the target
MUST set the i SER-ORD value to the minimum of the i SER-ORD val ue at
the target and the i SER-I RD val ue declared by the initiator. In
order to free up the unused resources, the i SER | ayer at the target
MAY adjust (lower) its ORD value to match the i SER-CRD value if the
i SER-ORD value is smaller than the ORD value at the target.
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In the i SER Hel | oReply Message, the i SER | ayer at the target declares
the i SER-ORD value to the initiator

Upon receiving the i SER Hel | oReply Message, the i SER | ayer at the
initiator MAY adjust (lower) its IRD value to match the i SER-ORD
value in order to free up the unused resources, if the i SER-ORD val ue
declared by the target is snmaller than the i SER-I RD val ue decl ared by
the initiator.

It is an i SER-1evel negotiation failure if the i SER paraneters
declared in the i SER Hell o Message by the initiator are unacceptable
to the target. This includes the follow ng

* The initiator-declared i SER-IRD value is greater than 0, and the
target-declared i SER-ORD value is O.

* The initiator-supported and the target-supported i SER protoco
versi ons do not overl ap.

See Section 10.1.3.2 on the handling of the error situation.

An initiator that conforns to [ RFC5046] all ocates connection
resources before sending the Login Request with the T (Transit) bit
set to one and the NSG (Next Stage) field set to Full FeaturePhase.
(For brevity, this is referred to as "early" connection allocation.)
The current i SER specification relaxes this requirenment to allow an
initiator to allocate connection resources after it receives the
final Login Response PDU fromthe target. (For brevity, this is
referred to as "late" connection allocation.) An initiator that

enpl oys "l ate" connection allocation may encounter problens (e.g.
RCaP connection closure) with a target that sends unexpected i SCS
PDUs i mredi ately upon transitioning to Full Feature Phase, as all owed
by the negoti ated val ue of the MaxQutstandi ngUnexpect edPDUs key. The
only way to prevent this situation in full generality is to use i SER
Hel | o Messages, as they enable the initiator to allocate its
connection resources before sending its i SER Hell o Message. The

i SERHel | oRequi red key is used by the initiator to determne if it is
dealing with a target that supports the i SER Hell o exchanges
Fortunately, known i SER target inplenentations do not take ful

advant age of the nunber of allowed unexpected PDUs i medi ately upon
transitioning into Full Feature Phase, thus enabling an initiator

wor karound that involves a smaller quantity of connection resources
prior to Full Feature Phase, as explained further bel ow

In the followi ng sutmmary, where "l ate" connection allocation is

practiced, an initiator that follows [RFC5046] is referred to as an
"old" initiator; otherwise, it is referred to as a "new' initiator.
Simlarly, a target that does not support the i SERHel | oRequired key
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(and responds with "Not Understood" when negotiating the

i SERHel | oRequired key) is referred to as an "ol d" target; otherwi se,
it isreferred to as a "new' target. Note that an "ol d" target can
still support the i SER Hell o exchanges, but this fact is not known by
the initiator. A "new' target can also respond with "No" when

negoti ating the i SERHel | oRequired key. |In this case, its behavior
with respect to "late" connection allocationis simlar to an "old"
target.

A "new' initiator will work fine with a "new' target.

For an "old" initiator and an "old" target, the failure by the
initiator to handl e the nunber of unexpected i SCSI control -type PDUs
that are sent by the target before the buffer resources are allocated
at the initiator can result in the failure of the i SER session caused
by closure of the underlying RCaP connection. For the "old" target,
there is a known inplenentation that sends one unexpected i SCS
control -type PDU after sending the final Login Response and then

wai ts awhile before sending the next one. This tends to alleviate
somewhat the buffer allocation problemat the initiator

For a "new' initiator and an "ol d" target, the failure by the
initiator to handl e the nunber of unexpected i SCSI control -type PDUs
that are sent by the target before the buffer resources are allocated
at the initiator can result in the failure of the i SER session caused
by closure of the underlying RCaP connection. A "new' initiator MAY
choose to terninate the connection; otherwise, it SHOULD do one of
the foll ow ng:

1. Allocate the connection resources before sending the final Login
Request PDU

2. Al'locate one or nore buffers for receiving unexpected control -type
PDUs fromthe target before sending the final Login Request PDU
This reduces the possibility of the unexpected control -type PDUs
causi ng the RCaP connection to close before the connection
resources have been all ocat ed.

Ko & Nezhi nsky St andards Track [ Page 35]



RFC 7145 i SER Specification April 2014

5.

5.

For an "old" initiator and a "new' target, if the i SERHel | oRequired
key is not negotiated, a "new' target MJST still respond with the

i SER Hel | oReply Message when it receives the i SER Hell o Message. |f
the i SERHel | oRequi red key is negotiated to "No" or "NotUnderstood", a
"new' target MAY choose to term nate the connection; otherw se, it
SHOULD del ay sendi ng any unexpected control -type PDUs until one of
the followi ng events has occurred:

1. APDUis received fromthe initiator after it sends the final
Logi n Response PDU.

2. A systemconfigurable tineout period (say, one second) has
expired.

.2. 1SCSl/iSER Connection Term nation

2. 1. Nor mal Connection Termination at the Initiator

The i SCSI layer at the initiator ternminates an i SCSI/i SER connection
normal ly by invoking the Send_Control Operational Prinmitive qualified
with the Logout Request PDU. The i SER |ayer at the initiator MJST
use a Send Message to send the Logout Request PDU to the target. The
SendSE Message should be used if supported by the RCaP | ayer (e.g.,

i WARP). After the i SER layer at the initiator receives the Send
Message containing the Logout Response PDU fromthe target, it MJST
notify the i SCSI |ayer by invoking the Control Notify Operati onal
Primtive qualified with the Logout Response PDU.

After the iSCSI | ogout process is conplete, the i SCSI |ayer at the
target is responsible for closing the i SCSI/i SER connection as
described in Section 5.2.2. After the RCaP layer at the initiator
reports that the connection has been closed, the i SER | ayer at the
initiator MJUST deallocate all connection and task resources (if any)
associ ated with the connection, and invalidate the Local Mappings (if
any) before notifying the i SCSI |ayer by invoking the
Connection_Term nate Notify Operational Primtive.

2.2. Nornmal Connection Term nation at the Target

Upon receiving the Send Message contai ning the Logout Request PDU,
the i SER | ayer at the target MJIST notify the i SCSI |ayer at the
target by invoking the Control Notify Operational Prinmtive qualified
with the Logout Request PDU. The i SCSI |ayer conpletes the | ogout
process by invoking the Send_Control Operational Prinitive qualified
with the Logout Response PDU. The i SER | ayer at the target MJST use
a Send Message to send the Logout Response PDU to the initiator. The
SendSE Message shoul d be used if supported by the RCaP | ayer (e.g.,

i WARP). After the i SCSI |ogout process is conplete, the i SCSI |ayer
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at the target MJUST request the i SER layer at the target to terninate
the RCaP Stream by invoking the Connection_Terni nate Operationa
Primtive.

As part of the termination process, the RCaP | ayer MJST cl ose the
connection. Wen the RCaP |l ayer notifies the i SER | ayer after the
RCaP Stream and the associated connection are terninated, the i SER
| ayer MUST deal | ocate all connection and task resources (if any)
associ ated with the connection, and invalidate the Local and Renote
Mappi ngs (i f any).

5.2.3. Termination w thout Logout Request/Response PDUs
5.2.3.1. Connection Termination Initiated by the i SCSI | ayer

The Connection_Term nate Qperational Prinitive MAY be invoked by the
i SCSI layer to request the iSER layer to term nate the RCaP Stream

wi t hout havi ng previously exchanged the Logout Request and Logout
Response PDUs between the two i SCSI/i SER nodes. As part of the

term nation process, the RCaP layer will close the connection. Wen
the RCaP | ayer notifies the i SER | ayer after the RCaP Stream and the
associ ated connection are term nated, the i SER | ayer MJST performthe
foll owi ng actions.

If the Connection_Terninate Operational Prinmitive is invoked by the

i SCSI |layer at the target, then the i SER | ayer at the target MJST
deal l ocate all connection and task resources (if any) associated with
the connection, and invalidate the Local and Renote Mappings (if

any).

If the Connection_Terninate Operational Prinmitive is invoked by the

i SCSI layer at the initiator, then the i SER layer at the initiator
MUST deal | ocate all connection and task resources (if any) associated
with the connection, and invalidate the Local Mappings (if any).

5.2.3.2. Connection Termi nation Notification to the i SCSI |ayer

If the i SCSI/i SER connection is term nated without the invocation of
Connection_Ternminate fromthe i SCSI |ayer, the i SER | ayer MJST notify
the i SCSI layer that the i SCSI/i SER connecti on has been terninated by
i nvoki ng the Connection_Termnate_Notify Operational Primtive.

Prior to invoking Connection_Term nate Notify, the i SER | ayer at the
target MJST deallocate all connection and task resources (if any)
associ ated with the connection, and invalidate the Local and Renote
Mappi ngs (i f any).
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Prior to invoking Connection_Term nate Notify, the i SER | ayer at the
initiator MJUST deallocate all connection and task resources (if any)
associ ated with the connection, and invalidate the Local Mppings (if

any) .

If the renpte i SCSI/i SER node initiated the closing of the connection
(e.g., by sending a TCP FIN or TCP RST), the i SER | ayer MJUST notify
the i SCSI layer after the RCaP | ayer reports that the connection is
cl osed by invoking the Connection_Termi nate_Notify Operationa
Primtive.

Anot her exanpl e of a connection term nation wi thout a preceding
| ogout is when the i SCSI layer at the initiator does an inplicit
| ogout (connection reinstatenent).

6. Login/ Text Operational Keys

Certain i SCSI |ogin/text operational keys have restricted usage in
i SER, and additional keys are used to support the i SER protoco
functionality. Al other keys defined in [iSCSI] and not discussed
in this section may be used on i SCSI/i SER connections with the sane
semanti cs.

6.1. HeaderDi gest and Dat aDi gest
Irrel evant when: RDMAExt ensi ons=Yes

Negoti ations resulting i n RDMAEXt ensi ons=Yes for a session inply
Header Di gest =None and Dat aDi gest =None for all connections in that
session and override the settings, whether default or configured.

6.2. MaxRecvDat aSegnent Lengt h

For an i SCSI connection belonging to a session in which
RDMVAEXt ensi ons=Yes was negoti ated on the | eadi ng connection of the
sessi on, MaxRecvDat aSegnent Length need not be declared in the Login
Phase, and MJST be ignored if it is declared. Instead,
InitiatorRecvDat aSegnent Length (as described in Section 6.5) and
Tar get RecvDat aSegnent Length (as described in Section 6.4) keys are
negoti ated. The values of the I ocal and renote

MaxRecvDat aSegnment Length are derived fromthe

I nitiatorRecvDat aSegnment Lengt h and Tar get RecvDat aSegnent Lengt h keys.

In the Full Feature Phase, the initiator MJUST consider the val ue of
its local MaxRecvDat aSegnmentlLength (that it would have declared to
the target) as having the value of InitiatorRecvDat aSegnent Lengt h,
and the value of the renpote MaxRecvDat aSegnment Length (that woul d have
been declared by the target) as having the val ue of
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Tar get RecvDat aSegnent Length. Simlarly, the target MJST consider the
val ue of its local MaxRecvDataSegnmentlLength (that it would have
declared to the initiator) as having the val ue of

Tar get RecvDat aSegnent Lengt h, and the val ue of the renote

MaxRecvDat aSegnment Lengt h (that woul d have been declared by the
initiator) as having the value of InitiatorRecvDataSegnentLength.

Note that RFC 3720 requires that when a target receives a NOP-Qut
request with a valid Initiator Task Tag, it responds with a NOP-In
with the same Initiator Task Tag that was provided in the NOP-CQut
request. Furthernore, it returns the first MaxRecvDat aSegnent Length
bytes of the initiator-provided Ping Data. Since there is no
MaxRecvDat aSegnent Length conmon to the initiator and the target in

i SER, the length of the data sent with the NOP-CQut request MJST NOT
exceed I nitiator MaxRecvDat aSegnent Lengt h.

The MaxRecvDat aSegnent Length key is applicable only for i SCSI
control -type PDUs.

6.3. RDMAEXt ensi ons
Use: LO (I eading only)
Senders: Initiator and Target
Scope: SW (session-wi de)
RDMAEXt ensi ons=<bool ean-val ue>
Irrel evant when: SessionType=Di scovery
Default is No
Result function is AND
This key is used by the initiator and the target to negotiate the
support for i SER-assisted node. To enable the use of i SER-assisted
node, both the initiator and the target MJST exchange
RDMAEXt ensi ons=Yes. i SER-assisted node MJST NOT be used if either
the initiator or the target offers RDMAEXt ensi ons=No.
An i SER-enabl ed node is not required to initiate the RDMAEXt ensi ons
key exchange if it prefers to operate in the Traditional iSCSI node.
However, if the RDMAEXtensions key is to be negotiated, an initiator
MJUST offer the key in the first Login Request PDU in the
Logi nOper ati onal Negoti ati on stage of the |eading connection, and a

target MJST offer the key in the first Login Response PDU wi th which
it is allowed to do so (i.e., the first Login Response PDU i ssued
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after the first Login Request PDU with the C bit set to zero) in the
Logi nOper ati onal Negoti ati on stage of the |eading connection. In
response to the of fered key=val ue pair of RDMAEXtensions=yes, an
initiator MIUST respond in the next Login Request PDU with which it is
all owed to do so, and a target MJST respond in the next Login
Response PDU with which it is allowed to do so.

Negoti ati ng the RDMAEXt ensions key first enables a node to negotiate
the optimal value for other keys. Certain i SCSI keys such as

MaxBur st Lengt h, MaxQut st andi ngR2T, Error RecoverylLevel, Initial R2T,

| medi ateData, etc., nmay be negotiated differently dependi ng on

whet her the connection is in Traditional iSCSI node or i SER-assisted
node.

6.4. Target RecvDat aSegnent Lengt h
Use: IO (Initialize only)
Senders: Initiator and Target
Scope: CO (connection-only)
Irrel evant when: RDMAExtensi ons=No
Tar get RecvDat aSegnent Lengt h=<nuneri cal - val ue-512-to- (2**24-1) >
Default is 8192 bytes
Result function is mnimm
This key is relevant only for the i SCSI connection of an i SCSI
session if RDMAEXxt ensi ons=Yes was negotiated on the |eading
connection of the session. It is used by the initiator and the
target to negotiate the naxi mum size of the data segnment that an
initiator may send to the target in an i SCSI control -type PDU in the
Full| Feature Phase. For SCSI Command PDUs and SCSI Data-Qut PDUs
contai ni ng non-i medi ate unsolicited data to be sent by the
initiator, the initiator MIST send all non-Final PDUs with a data
segrment size of exactly Target RecvDat aSegnent Lengt h whenever the PDUs

constitute a data sequence whose size is larger than
Tar get RecvDat aSegmnent Lengt h.
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6.5. InitiatorRecvDataSegnentLength
Use: 1O (Initialize only)
Senders: Initiator and Target
Scope: CO (connection-only)
Irrel evant when: RDMAEXxt ensi ons=No
I nitiatorRecvDat aSegnment Lengt h=<nuneri cal - val ue-512-to-(2**24-1) >
Default is 8192 bytes
Result function is mnimm
This key is relevant only for the i SCSI connection of an i SCSI
session i f RDMAEXt ensi ons=Yes was negoti ated on the | eading
connection of the session. It is used by the initiator and the
target to negotiate the maxi mum size of the data segment that a
target may send to the initiator in an i SCSI control-type PDU in the
Ful | Feature Phase.

6.6. OFMarker and | FMarker
Irrel evant when: RDMAEXxt ensi ons=Yes
Negoti ations resulting i n RDMAEXt ensi ons=Yes for a session inply
OFMar ker =No and | FMarker=No for all connections in that session and
override the settings, whether default or configured.

6.7. MaxQut st andi ngUnexpect edPDUs
Use: LO (leading only), Declarative
Senders: Initiator and Target
Scope: SW (sessi on-wi de)

Irrel evant when: RDMAExt ensi ons=No

MaxQut st andi ngUnexpect edPDUs=
<nureri cal -val ue-from2-to-(2**32-1) | 0>

Default is O
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This key is used by the initiator and the target to declare the
maxi mum nunber of outstandi ng "unexpected" iSCSI control-type PDUs
that it can receive in the Full Feature Phase. It is intended to
all ow the receiving side to deternmine the anpbunt of buffer resources
needed beyond the normal flow control nechani sm available in i SCSI.
An initiator or target should select a value such that it would not

i mpose an unnecessary constraint on the i SCSI | ayer under nornal
circunmstances. The value of 0 is defined to indicate that the
declarer has no linmt on the maxi mum nunber of outstanding
"unexpected" i SCSI control-type PDUs that it can receive. See
Sections 8.1.1 and 8.1.2 for the usage of this key. Note that iSER
Hel l o and Hel | oReply Messages are not i SCSI control-type PDUs and are
not affected by this key.

For interoperability with inplenentations based on [ RFC5046], this
key SHOULD be negoti ated because the default value of 0 in [ RFC5046]
is problematic for nost inplementations as it does not inmpose a bound
on resources consunabl e by unexpected PDUs.

6.8. MaxAHSLengt h
Use: LO (leading only), Declarative
Senders: Initiator and Target
Scope: SW (session-wi de)
Irrel evant when: RDMAEXxt ensi ons=No
MaxAHSLengt h=<nuneri cal - val ue-from 2-to-(2**32-1) | 0>
Default is 256

This key is used by the initiator and target to declare the maxi num
size of AHS in an i SCSI control-type PDU that it can receive in the
Ful| Feature Phase. It is intended to allow the receiving side to
deternmi ne the amount of resources needed for receive buffering. An
initiator or target should select a value such that it would not

i mpose an unnecessary constraint on the i SCSI |ayer under nornma
circunstances. The value of 0 is defined to indicate that the
declarer has no limt on the maxi num size of AHS in i SCSI control -
type PDUs that it can receive.

For interoperability with inplenentations based on [ RFC5046], an
initiator or target MAY terminate the connection if it anticipates
MaxAHSLength to be greater than 256 and the key is not understood by
its peer.
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6.9. TaggedBufferForSolicitedDataOnly
Use: LO (leading only), Declarative
Senders: Initiator
Scope: SW (sessi on-wi de)
RDMVAEXt ensi ons=<bool ean- val ue>
Irrel evant when: RDMAExtensi ons=No
Default is No
This key is used by the initiator to declare to the target the usage
of the Wite Base Ofset in the i SER header of an i SCSI control-type
PDU. Wien set to No, the Base Ofset is associated with an I/0O
buffer that contains all the wite data, including both unsolicited
and solicited data. Wien set to Yes, the Base Ofset is associated
with an I/O buffer that only contains solicited data.

6.10. i SERHel | oRequi red
Use: LO (leading only), Declarative
Senders: Initiator
Scope: SW (session-wi de)
RDMAEXt ensi ons=<bool ean- val ue>
Irrel evant when: RDMAExtensi ons=No
Default is No
This key is relevant only for the i SCSI connection of an i SCSI
session i f RDMAExt ensi ons=Yes was negoti ated on the | eading
connection of the session. It is used by the initiator to declare to
the target whether the i SER Hell o Exchange is required. Wen set to
Yes, the i SER | ayers MJST performthe i SER Hell o Exchange as

described in Section 5.1.3. When set to No, the i SER | ayers MJUST NOT
performthe i SER Hel | o Exchange.
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7.

7.

i SCSI PDU Consi derati ons

When a connection is in the i SER-assisted node, two types of nessage
transfers are all owed between the i SCSI |ayer (at the initiator) and
the i SCSI layer (at the target). These are known as the i SCSI data-
type PDUs and the i SCSI control -type PDUs, and these terns are
described in the foll owi ng sections.

1. iSCSl Data-Type PDU

An i SCSI data-type PDU is defined as an i SCSI PDU that causes data
transfer, transparent to the renote i SCSI |ayer, to take place

bet ween the peer i SCSI nodes in the Full Feature Phase of an

i SCSI/i SER connection. An iSCSI data-type PDU, when requested for
transm ssion by the i SCSI layer in the sending node, results in the
data’'s transfer without the participation of the i SCSI |ayers at the
sendi ng and the receiving nodes. This is due to the fact that the
PDU itself is not delivered as-is to the iSCSI |ayer in the receiving
node. |Instead, the data transfer operations are transforned into the
appropriate RDVA operations, which are handl ed by the RDMA- Capabl e
Controller. The set of iSCSI data-type PDUs consists of SCSI Data-ln
PDUs and R2T PDUs.

If the invocation of the Qperational Primtive by the i SCSI |ayer to
request the i SER |l ayer to process an i SCSI data-type PDU is qualified
with Notify Enable set, then upon conpleting the RDVA operation, the
i SER | ayer at the target MJUST notify the i SCSI |ayer at the target by
i nvoki ng the Data_Conpl etion_Notify Operational Primtive qualified
with the ITT and SN. There is no data conpletion notification at the
initiator since the RDVA operations are conpletely handled by the
RDVA- Capabl e Controller at the initiator and the i SER | ayer at the
initiator is not involved with the data transfer associated with

i SCSI data-type PDUs.

If the invocation of the COperational Primtive by the i SCSI |ayer to
request the i SER |l ayer to process an i SCSI data-type PDU is qualified
with Notify Enable cleared, then upon conpleting the RDVA operation,
the i SER | ayer at the target MJST NOT notify the i SCSI |ayer at the
target and MJUST NOT i nvoke the Data_Conpl eti on_Notify Operational
Primtive.

If an operation associated with an i SCSI data-type PDU fails for any
reason, the contents of the Data Sink buffers associated with the
operation are consi dered indeterm nate.
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7.2. iSCSlI Control-Type PDU

Any i SCSI PDU that is not an i SCSI data-type PDU and al so not a SCS
Data- Qut PDU carrying solicited data is defined as an i SCSI control -
type PDU. The i SCSI |ayer invokes the Send_Control Operationa
Primtive to request the i SER | ayer to process an i SCSI control -type
PDU. i SCSlI control-type PDUs are transferred using Send Messages of
RCaP. Specifically, it is to be noted that SCSI Data-Qut PDUs
carrying unsolicited data are defined as i SCSI control -type PDUs.
See Section 7.3.4 on the treatnent of SCSI Data-Qut PDUs.

When the i SER | ayer receives an i SCSI control -type PDU, it MJST
notify the i SCSI |ayer by invoking the Control Notify Operationa
Prinmtive qualified with the i SCSI control -type PDU

7.3. iSCSI PDUs

This section describes the handling of each of the i SCSI PDU types by
the i SER layer. The iSCSI |ayer requests the i SER | ayer to process
the i SCSI PDU by invoking the appropriate Operational Prinmtive. A
Connecti on_Handl e MJUST qualify each of these invocations. In
addition, the BHS and the optional AHS of the i SCSI PDU as defined in
[1SCSI] MJST qualify each of the invocations. The qualifying
Connection_Handl e, the BHS, and the AHS are not explicitly listed in
t he subsequent sections.

7.3.1. SCsSlI Conmmand
Type: control -type PDU

PDU-specific qualifiers (for SCSI Wite or bidirectional comand):
| medi at eDat aSi ze, Unsol i citedDat aSi ze, DataDescri ptor Qut

PDU-specific qualifiers (for SCSI Read or bidirectional comrand):
Dat aDescri ptorln

The i SER layer at the initiator MJUST send the SCSI command in a Send

Message to the target. The SendSE Message shoul d be used if
supported by the RCaP layer (e.g., iWARP)
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For a SCSI Wite or bidirectional comand, the i SCSI |ayer at the
initiator MUST i nvoke the Send_Control Operational Primitive as
fol | ows:

*

If there is inmmediate data to be transferred for the SCSI wite or
bidirectional conmand, the qualifier |mmed ateDataSi ze MJST be
used to define the nunber of bytes of inmmediate unsolicited data
to be sent with the wite or bidirectional conmand, and the
qual i fier DataDescriptorQut MJST be used to define the initiator’s
I/ O Buffer containing the SCSI Wite data.

If there is unsolicited data to be transferred for the SCSI Wite
or bidirectional comand, the qualifier UnsolicitedDataSi ze MJST
be used to define the nunber of bytes of immediate and non-

i mredi ate unsolicited data for the command. The i SCSI |ayer wll
i ssue one or nore SCSI Data-Qut PDUs for the non-imediate
unsolicited data. See Section 7.3.4 on SCSI Data-Qut.

If there is solicited data to be transferred for the SCSI Wite or
bi di recti onal command, as indicated when the Expected Data
Transfer Length in the SCSI Command PDU exceeds the val ue of

Unsol i citedDat aSi ze, the i SER |l ayer at the initiator MJST do the
fol | owi ng:

a. It MIST allocate a Wite STag for the 1/O Buffer defined by the
qual i fier DataDescriptorQut. DataDescriptorQut describes the
I/O buffer starting with the inmmedi ate unsolicited data (if
any), followed by the non-imredi ate unsolicited data (if any)
and solicited data. Wen TaggedBufferForSolicitedDataOnly is
negotiated to No, the Base Offset is associated with this I/0O
Buf fer. Wen TaggedBufferForSolicitedDataOnly is negotiated to
Yes, the Base Offset is associated with an |1/O Buffer that
contains only solicited data.

b. It MIST establish a Local Mapping that associates the Initiator
Task Tag (ITT) to the Wite STag.

c. It MIUST Advertise the Wite STag and the Base Offset to the
target by sending themin the i SER header of the i SER Message
(the payl oad of the Send Message of RCaP) containing the SCS
Wite or bidirectional command PDU. The SendSE Message shoul d
be used if supported by the RCaP | ayer (e.g., i WARP). See
Section 9.2 on i SER Header Format for iSCSI Control-Type PDU
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For a SCSI Read or bidirectional conmmand, the i SCSI |ayer at the
initiator MJUST invoke the Send _Control Operational Primtive
qualified with DataDescriptorln, which defines the initiator’s I/0O
Buf fer for receiving the SCSI Read data. The i SER |ayer at the
initiator MJUST do the foll ow ng:

a. It MIST allocate a Read STag for the I/O Buffer and note the
Base Offset for this I1/0O Buffer.

b. It MIST establish a Local Mapping that associates the Initiator
Task Tag (I TT) to the Read STag.

c. It MJUST Advertise the Read STag and the Base Ofset to the
target by sending themin the i SER header of the i SER Message
(the payl oad of the Send Message of RCaP) containing the SCS
Read or bidirectional command PDU. The SendSE Message shoul d
be used if supported by the RCaP | ayer (e.g., i WARP). See
Section 9.2 on i SER Header Format for iSCSI Control-Type PDU

If the anpbunt of unsolicited data to be transferred in a SCSI Conmand
exceeds Tar get RecvDat aSegnent Length, then the i SCSI |ayer at the
initiator MJUST segnent the data into multiple i SCSI control-type
PDUs, with the data segnent length in all generated PDUs (except the
| ast one) having exactly the size Target RecvDat aSegnent Length. The
data segnent length of the last iSCSI control-type PDU carrying the
unsolicited data can be up to Target RecvDat aSegnent Lengt h.

When the i SER [ ayer at the target receives the SCSI Command, it MJST
establish a Renote Mapping that associates the ITT to the Base

O fset(s) and the Advertised STag(s) in the i SER header. The Wite
STag is used by the i SER layer at the target in handling the data
transfer associated with the R2ZT PDU(s) as described in Section
7.3.6. The Read STag is used in handling the SCSI Data-In PDU(s)
fromthe i SCSI layer at the target as described in Section 7.3.5.

7.3.2. SCSI Response
Type: control-type PDU
PDU-specific qualifiers: DataDescriptorStatus
The i SCSI |ayer at the target MJST invoke the Send_Contro
Qperational Primtive qualified with DataDescri ptorStatus, which
defines the buffer containing the sense and response infornmation.

The i SCSI layer at the target MJST always return the SCSI status for
a SCSI conmand in a separate SCSI Response PDU. "Phase coll apse” for
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transferring SCSI status in a SCSI Data-In PDU MJUST NOT be used. The
i SER | ayer at the target sends the SCSI Response PDU according to the
foll owi ng rul es:

* |f no STags were Advertised by the initiator in the i SER Message
contai ning the SCSI command PDU, then the i SER | ayer at the target
MUST send a Send Message containing the SCSI Response PDU. The
SendSE Message shoul d be used if supported by the RCaP | ayer
(e.g., i VWARP).

* |f the initiator Advertised a Read STag in the i SER Message
contai ning the SCSI Command PDU, then the i SER | ayer at the target
MUST send a Send Message containing the SCSI Response PDU. The
header of the Send Message MJUST carry the Read STag to be
invalidated at the initiator. The Send with |Invalidate Message,
i f supported by the RCaP | ayer (e.g., iWARP), can be used for the
automatic invalidation of the STag.

* |f the initiator Advertised only the Wite STag in the i SER
Message containing the SCSI command PDU, then the i SER | ayer at
the target MUST send a Send Message containing the SCSI Response
PDU. The header of the Send Message MUST carry the Wite STag to
be invalidated at the initiator. The Send with Invalidate
Message, if supported by the RCaP | ayer (e.g., i WARP), can be used
for the automatic invalidation of the STag.

When the i SCSI layer at the target invokes the Send_Contro
Qperational Primtive to send the SCSI Response PDU, the i SER | ayer
at the target MJUST invalidate the Renote Mapping before transferring
the SCSI Response PDU to the initiator

Upon receiving a Send Message contai ning the SCSI Response PDU from
the target, the i SER | ayer at the initiator MJST invalidate the
STag(s) specified in the header. (If a Send with Invalidate Message
is supported by the RCaP | ayer (e.g., iWARP) and is used to carry the
SCSI Response PDU, the RCaP layer at the initiator will invalidate
the STag. The i SER layer at the initiator MJUST ensure that the
correct STag is invalidated. |If both the Read and the Wite STags
were Advertised earlier by the initiator, then the i SER | ayer at the
initiator MUST explicitly invalidate the Wite STag upon receiving
the Send with Invalidate Message because the header of the Send with
I nval i date Message can only carry one STag (in this case, the Read
STag) to be invalidated.)

The i SER | ayer at the initiator MJST ensure the invalidation of the
STag(s) used in a conmand before notifying the i SCSI |ayer at the
initiator by invoking the Control _Notify Operational Primtive
qualified with the SCSI Response. This precludes the possibility of
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usi ng the STag(s) after the conpletion of the command; such use woul d
cause data corruption.

When the i SER layer at the initiator receives a Send Message
contai ning the SCSI Response PDU, it SHOULD invalidate the Local
Mappi ng. The i SER | ayer MJUST ensure that all |ocal STag(s)
associated with the ITT are invalidated before notifying the i SCSI
| ayer of the SCSI Response PDU by invoking the Control _Notify
Qperational Primtive qualified with the SCSI Response PDU.

7.3.3. Task Managenent Function Request/ Response
Type: control-type PDU

PDU-specific qualifiers (for TM- Request): DataDescri ptorQut,
Dat aDescri ptorln

The i SER | ayer MJUST use a Send Message to send the Task Managenent
Functi on Request/Response PDU. The SendSE Message shoul d be used if
supported by the RCaP | ayer (e.g., i WARP).

For the Task Managenment Function Request with the TASK REASSI GN
function, the i SER layer at the initiator MJIST do the foll ow ng:

* |t MUST use the ITT as specified in the Referenced Task Tag from
t he Task Managenent Function Request PDU to | ocate the existing
STags (if any) in the Local Mappings.

* |t MJST invalidate the existing STags (if any) and the Local
Mappi ngs.

* |t MIUST allocate a Read STag for the I/O Buffer and note the Base
O fset associated with the 1/O Buffer as defined by the qualifier
Dat aDescriptorlin if the Send_Control Operational Primtive
i nvocation is qualified with DataDescriptorln.

* |t MUST allocate a Wite STag for the 1/O Buffer and note the Base
O fset associated with the 1/0O Buffer as defined by the qualifier
Dat aDescriptorQut if the Send_Control Operational Prinmitive
i nvocation is qualified with DataDescri ptorQut.

* |f STags are allocated, it MJIST establish new Local Mappi ng(s)
that associate the ITT to the allocated STag(s).

* |t MUST Advertise the STags and the Base Offsets, if allocated, to
the target in the i SER header of the Send Message carrying the
i SCSI PDU, as described in Section 9.2. The SendSE Message shoul d
be used if supported by the RCaP | ayer (e.g., i WARP).
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For the Task Managenent Function Request with the TASK REASSI GN
function for a SCSI Read or bidirectional comand, the i SCSI |ayer at
the initiator MJUST set ExpDataSN to zero since the data transfer and
acknow edgenents happen transparently to the i SCSI |ayer at the
initiator. This provides the flexibility to the i SCSI |ayer at the
target to request transm ssion of only the unacknow edged data as
specified in [iSCSI].

When the i SER I ayer at the target receives the Task Managenent
Functi on Request with the TASK REASSI GN function, it MJST do the
fol | owi ng:

* |t MUST use the ITT as specified in the Referenced Task Tag from
t he Task Managenent Functi on Request PDU to | ocate the Local and
Renote Mappings (if any).

* |t MJST invalidate the local STags (if any) associated with the
| TT.

* |t MUST replace the Base O fset(s) and the Advertised STag(s) in
the Renote Mapping with the Base Offset(s) and the Advertised
STag(s) in the i SER header. The Wite STag is used in the
handl i ng of the R2T PDU(s) fromthe i SCSI |ayer at the target as
described in Section 7.3.6. The Read STag is used in the handling
of the SCSI Data-In PDU(s) fromthe i SCSI |layer at the target as
described in Section 7.3.5.

7.3.4. SCSI Data-Qut
Type: control -type PDU
PDU-specific qualifiers: DataDescriptorQut

The i SCSI layer at the initiator MJST i nvoke the Send_Control
Operational Primtive qualified with DataDescriptorQut, which defines
the initiator’s I/O Buffer containing unsolicited SCSI Wite data.

I f the anpbunt of unsolicited data to be transferred as SCSI Data- Qut
exceeds Tar get RecvDat aSegnent Length, then the i SCSI |ayer at the
initiator MJUST segnent the data into multiple i SCSI control-type
PDUs, where the DataSegnentlLength has the val ue of

Tar get RecvDat aSegnent Length in all generated PDUs except the | ast
one. The Dat aSegnentLength of the last iSCSI control -type PDU
carrying the unsolicited data can be up to

Tar get RecvDat aSegnent Length.  The i SCSI | ayer at the target MJST
performthe reassenbly function for the unsolicited data.

Ko & Nezhi nsky St andards Track [ Page 50]



RFC 7145 i SER Specification April 2014

For unsolicited data, the i SER layer at the initiator MJST use a Send
Message to send the SCSI Data-Qut PDU. If the F bit is set to 1, the
SendSE Message shoul d be used if supported by the RCaP | ayer (e.g.,

i WARP) .

Note that for solicited data, the SCSI Data-CQut PDUs are not used
since R2T PDUs are not delivered to the i SCSI |ayer at the initiator;
i nstead, R2T PDUs are transforned by the i SER | ayer at the target
into RDMA Read operations. (See Section 7.3.6.)

7.3.5. SCSI Data-In
Type: data-type PDU
PDU-specific qualifiers: DataDescriptorln

When the i SCSI layer at the target is ready to return the SCSI Read
data to the initiator, it MJST invoke the Put_Data Operational
Primtive qualified with DataDescriptorln, which defines the SCSI
Data-In buffer. See Section 7.1 on the general requirenment on the
handl i ng of i SCSI data-type PDUs. SCSI Data-ln PDU(s) are used in
SCSI Read data transfer as described in Section 9.5. 2.

The i SER | ayer at the target MJST do the follow ng for each
i nvocation of the Put_Data Qperational Primtive:

1. It MJUST use the ITT in the SCSI Data-1n PDU to |ocate the renote
Read STag and the Base Offset in the Renote Mapping. The Renote
Mappi ng was established earlier by the i SER | ayer at the target
when the SCSI Read Conmand was received fromthe initiator.

2. It MJIST generate and send an RDMA Wite Message containing the
read data to the initiator.

a. It MIST use the renote Read STag as the Data Sink STag of the
RDVA Wite Message.

b. It MIST add the Buffer Ofset fromthe SCSI Data-In PDU to the
Base Offset fromthe Renote Mapping as the Data Sink Tagged
O fset of the RDMA Wite Message.

c. It MJIST use DataSegnentlLength fromthe SCSI Data-ln PDU to
determ ne the anmount of data to be sent in the RDVA Wite
Message.

3. It MJIST associate the DataSN and ITT fromthe SCSI Data-ln PDU

with the RDVA Wite operation. |If the Put_Data Operational
Primtive invocation was qualified with Notify Enable set, then
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when the i SER | ayer at the target receives a conpletion fromthe
RCaP | ayer for the RDVA Wite Message, the i SER |l ayer at the
target MJUST notify the i SCSI |ayer by invoking the

Dat a_Conpl etion_Notify Operational Primtive qualified with the
DataSN and I TT. Conversely, if the Put_Data Operational Prinmitive
i nvocation was qualified with Notify Enable cleared, then the i SER
| ayer at the target MJST NOT notify the i SCSI |ayer on conpletion
and MUST NOT invoke the Data_Conpletion Notify Operationa
Primtive.

When the A-bit is set to one in the SCSI Data-1n PDU, the i SER | ayer
at the target MJST notify the i SCSI |ayer at the target when the data
transfer is conplete at the initiator. To performthis additiona
function, the i SER | ayer at the target can take advantage of the
operational ErrorRecoverylLevel if previously disclosed by the i SCS

| ayer via an earlier invocation of the Notice_Key Val ues Operationa
Primtive. There are two approaches that can be taken

1. If the i SER | ayer at the target knows that the operationa
Error RecoverylLevel is 2, or if the i SER | ayer at the target does
not know the operational ErrorRecoverylLevel, then the i SER | ayer
at the target MJUST issue a zero-length RDMA Read Request Message
following the RDMA Wite Message. Wien the i SER | ayer at the
target receives a conpletion for the RDVA Read Request Message
fromthe RCaP layer, inplying that the RDVA-Capable Controller at
the initiator has conpleted processing the RDVA Wite Message due
to the conpletion ordering semantics of RCaP, the i SER | ayer at
the target MUST notify the i SCSI |ayer at the target by invoking
the Data_ACK Notify Operational Primtive qualified with ITT and
Dat aSN (see Section 3.2.3).

2. If the i SER | ayer at the target knows that the operationa
Error RecoverylLevel is 1, then the i SER | ayer at the target MJST do
one of the follow ng:

a. It MIST notify the i SCSI |ayer at the target by invoking the
Data ACK Notify Operational Primtive qualified with ITT and
Dat aSN (see Section 3.2.3) when it receives the |oca
completion fromthe RCaP [ ayer for the RDMA Wite Message
This is allowed since digest errors do not occur in i SER (see
Section 10.1.4.2) and a CRC error will cause the connection to
be termnated and the task to be term nated anyway. The |oca
RDVA Wite conpletion fromthe RCaP | ayer guarantees that the
RCaP | ayer will not access the |/O Buffer again to transfer the
data associated with that RDMA Wite operation.
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b. Alternatively, it MJST use the sane procedure for handling the
data transfer conpletion at the initiator as for
Error RecoverylLevel 2.

It should be noted that the i SCSI |ayer at the target cannot set the
A-bit to 1 if the ErrorRecoverylLevel =0.

SCSI status MJST al ways be returned in a separate SCSI Response PDU
The S bit in the SCSI Data-In PDU MIST al ways be set to zero. There
MUST NOT be a "phase collapse" in the SCSI Data-1n PDU

Since the RDVA Wite Message only transfers the data portion of the
SCSI Data-In PDU but not the control information in the header, such
as ExpCmdSN, if tinely updates of such information are crucial, the
i SCSI layer at the initiator MAY i ssue NOP-Qut PDUs to request the

i SCSI layer at the target to respond with the information using
NOP-1 n PDUs.

7.3.6. Ready To Transfer (R2T)
Type: data-type PDU
PDU- specific qualifiers: DataDescriptorQut

In order to send an R2T PDU, the i SCSI |ayer at the target MJST

i nvoke the Get_Data Operational Prinmtive qualified with

Dat aDescri ptor Qut, which defines the 1/O Buffer for receiving the
SCSI Wite data fromthe initiator. See Section 7.1 on the genera
requi renents on the handling of i SCSI data-type PDUs.

The i SER | ayer at the target MJST do the follow ng for each
i nvocation of the Get _Data Operational Prinitive

1. It MJST ensure a valid local STag for the I/O Buffer and a valid
Local Mapping. This may involve allocating a valid |ocal STag and
establishing a Local Mapping.

2. It MIST use the ITT in the R2ZT to locate the renbte Wite STag and
the Base Offset in the Renote Mapping. The Renote Mappi ng was
established earlier by the i SER | ayer at the target when the i SER
Message containing the Advertised Wite STag, the Base Offset, and
the SCSI Conmmand PDU for a SCSI Wite or bidirectional command was
received fromthe initiator

3. If the i SER-ORD value at the target is set to zero, the i SER | ayer
at the target MJST term nate the connection and free up the
resources associated with the connection (as described in Section
5.2.3) if it received the RRT PDU fromthe i SCSI |ayer at the
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target. Upon term nation of the connection, the i SER | ayer at the
target MJUST notify the i SCSI |ayer at the target by invoking the
Connection_Term nate_Notify Operational Prinitive.

4. If the i SER-ORD value at the target is set to greater than 0, the
i SER | ayer at the target MUST transformthe R2T PDU i nto an RDVA
Read Request Message. Wile transformng the R2T PDU, the i SER
| ayer at the target MUST ensure that the number of outstanding
RDVA Read Request Messages does not exceed the i SER-ORD value. To
transformthe R2T PDU, the i SER | ayer at the target:

a. MJST derive the local STag and | ocal Tagged Offset fromthe
Dat aDescriptorQut that qualified the Get _Data invocation.

b. MJST use the |l ocal STag as the Data Sink STag of the RDMA Read
Request Message.

c. MJST use the local Tagged Offset as the Data Sink Tagged O f set
of the RDMA Read Request Message.

d. MJUST use the Desired Data Transfer Length fromthe R2T PDU as
the RDVA Read Message Size of the RDMA Read Request Message.

e. MJUST use the renote Wite STag as the Data Source STag of the
RDVA Read Request Message.

f. MJUST add the Buffer Ofset fromthe R2T PDU to the Base Of set
fromthe Renpote Mapping as the Data Source Tagged O fset of the
RDVA Read Request Message.

5. It MJIST associate the RRZTSN and I TT fromthe R2T PDU with t he RDVA
Read operation. |f the Get _Data Operational Prinitive invocation
was qualified with Notify Enable set, then when the i SER | ayer at
the target receives a conpletion fromthe RCaP | ayer for the RDVA
Read operation, the i SER |l ayer at the target MJST notify the i SCSI
| ayer by inv