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Abst r act

The migration feature of NFSv4 allows the transfer of responsibility
for a single file systemfromone server to another wthout
disruption to clients. Recent inplenentation experience has shown
problens in the existing specification for this feature in NFSv4. 0.
This docunent identifies the problem areas and provi des revised
specification text that updates the NFSv4.0 specification in RFC
7530.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww.rfc-editor.org/info/rfc7931
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(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
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to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1

3.

I ntroduction

This Standards Track document corrects the existing definitive
specification of the NFSv4.0 protocol described in [RFC7/530]. G ven
this fact, one should take the current docunment into account when

| earni ng about NFSv4.0, particularly if one is concerned with issues
that relate to:

o File systemmnigration, particularly when it involves transparent
state mgration.

0 The construction and interpretation of the nfs client _id4
structure and particularly the requirenents on the id string
withinit, referred to below as a "client ID string"

Conventi ons

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

Definitions
1. Term nol ogy

The following definitions are included to provide an appropriate
context for the reader. This section is derived from Section 1.5 of
[ RFC7530] but has been adapted to the needs of this docunent.

Boot Instance Id: A boot instance id is an identifier, such as a
boot tine, allowing two different instances of the sane client to
be reliably distinguished. A boot instance id is opaque to the
server and is often used as the verifier field in the
nfs client id4 structure, which identifies the client to the
server.

Cient: Aclient is an entity that accesses the NFS server’s
resources. The client nay be an application that contains the
logic to access the NFS server directly. The client nmay al so be
the traditional operating systemclient that provides rempote file
system services for a set of applications.

Wth reference to byte-range locking, the client is also the
entity that naintains a set of |ocks on behalf of one or nore
applications. This client is responsible for crash or failure
recovery for those |locks it nmanages.
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Note that nultiple clients may share the sane transport and
connection, and multiple clients may exi st on the same network
node.

Cient IDD Aclient IDis a 64-bit quantity (in the formof a
clientid4) used as a unique, shorthand reference to a particul ar
client instance, identified by a client-supplied verifier (in the
formof a boot instance id) and client ID string. The server is
responsi ble for supplying the client 1D

File System A file systemis the collection of objects on a server
that share the sanme fsid attribute (see Section 5.8.1.9 of
[ RFC7530]) .

Grace Period: A grace period is an interval of tinme during which the
server will only grant |ocking requests to reclaimexisting |ocks
but not those that create new | ocks. This gives clients an
opportunity to re-establish locking state in response to a
potentially disruptive event. The grace period nmay be general to
hel p deal with server reboot, or it nay be specific to a file
systemto deal with file system m gration when transparent state
mgration is not provided.

Lease: A lease is an interval of tine defined by the server for
which the client is irrevocably granted a lock. At the end of a
| ease period, the lock may be revoked if the | ease has not been
extended. The lock nmust be revoked if a conflicting | ock has been
granted after the |ease interval

Al'l | eases granted by a server have the sane fixed duration. Note
that the fixed interval duration was chosen to alleviate the
expense a server would have in maintaining state about variabl e-

I ength | eases across server failures.

Lock: The term"lock"” is used to refer to record (byte-range) | ocks
as well as share reservations unless specifically stated
ot herw se.

Lock-Omer: Each byte-range lock is associated with a specific |ock-
owner and an open-owner. The | ock-owner consists of a client ID
and an opaque owner string. The client presents this to the
server to establish the ownership of the byte-range | ock as
needed.

Open- Owner:  Each open file is associated with a specific open-owner
whi ch consists of a client 1D and an opaque owner string. The
client presents this to the server to establish the ownership of
t he open as needed.
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3. 2.

4,

Nov

Server: A server is an entity responsible for coordinating client
access to a set of file systens.

Stateid: A stateid is a 128-bit quantity returned by a server that
uniquely identifies the open and | ocking states provided by the
server for a specific open-owner or | ock-owner/open-owner pair for
a specific file and type of [ ock.

Trunking: A situation in which nultiple physical addresses are
connected to the sane | ogical server.

Verifier: A wverifier is a quantity, in the formof a verifierd, that
all ows one party to an interaction to be aware of a
reinitialization or other significant change to the state of the
other party. In [RFC7530], this termnost often designates the
verifier field of an nfs client _id4, in which a boot instance id
is placed to allow the server to determ ne when there has been a
client reboot, nmaking it necessary to elininate |ocking state
associated with the previous instance of the sane client.

Data Type Definitions

This section contains a table that shows where data types referred to
in this docunment are defined.

dommemeeeaaaaaa ' +
| Item | Section

B Fom e e e e e m o +
| cb_client4 | Section 2.2.11 in [ RFC7530]

| clientaddr4 | Section 2.2.10 in [ RFC7530]

| clientid4 | Section 2.1 in [ RFC7530]

| 1ock_owner4 | Section 2.2.14 in [RFC7530]

| nfs_client_id4 | Section 5.2.1 (this docunent) |
| open_owner4 | Section 2.2.13 in [ RFC7530]

| verifierd | Section 2.1 in [ RFC7530]
S o e e e e e e e e e e e e oo +

Background

| mpl enent ati on experience with transparent state mgration has
exposed a nunber of problens with the then existing specifications of
this feature in [ RFC7530] and predecessors. The synptons were:

o After migration of a file system a reboot of the associated

client was not appropriately dealt with, in that the state
associated with the rebooting client was not pronptly freed.
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0o Situations can arise whereby a given server has nultiple | eases
with the sane nfs client _id4 (consisting of id and verifier
fields), when the protocol clearly assumes there can be only one.

0 Excessive client inplenentation conplexity since clients have to
deal with situations in which a single client can wind up with its
| ocking state with a given server divided among nmultiple | eases
each with its own clientid4.

An anal ysis of these synptons | eads to the conclusion that existing
specifications have erred. They assunme that |ocking state, including
both state ids and clientidd4s, should be transferred as part of
transparent state migration. The troubling synptons arise fromthe
failure to describe how mgrating state is to be integrated with
existing client definition structures on the destination server

The need for the server to appropriately merge stateids associated
with a common client boot instance encounters a difficult problem
The issue is that the comon client practice with regard to the
presentation of unique strings specifying client identity nmakes it
essentially inpossible for the client to deterni ne whether or not two
stateids, originally generated on different servers, are referable to
the sane client. This practice is allowed and endorsed by the

exi sting NFSv4.0 specification [ RFC7530].

However, upon the prototyping of clients inplenmenting an alternative
approach, it has been found that there exist servers that do not work
well with these new clients. It appears that current circunstances,
in which a particular client inplementation pattern had been adopted
universally, have resulted in sone servers not being able to

i nteroperate against alternate client inplenmentation patterns. As a
result, we have a situation that requires careful attention to
untangling conpatibility issues.

Thi s docunment updates the existing NFSv4.0 specification [ RFC7530] as
fol | ows:

o It makes clear that NFSv4.0 supports nultiple approaches to the
construction of client ID strings, including those fornerly
endorsed by existing NFSV4.0 specifications and those currently
bei ng wi dely depl oyed.

o It explains how clients can effectively use client ID strings that
are presented to nultiple servers
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0 It addresses the potential conpatibility issues that m ght arise
for clients adopting a previously non-favored client ID string
construction approach including the existence of servers that have
problens with the new approach

o It gives sone guidance regarding the factors that m ght govern
clients’ choice of a client ID string construction approach and
reconmends that clients construct client ID strings in a manner
that supports lease nmerger if they intend to support transparent
state mgration.

o It specifies how state is to be transparently migrated, including
defining how state that arrives at a new server as part of
mgration is to be nerged into existing leases for clients
connected to the target server

o It makes further clarifications and corrections to address cases
where the specification text does not take proper account of the
i ssues raised by state mgration or where it has been found that
the existing text is insufficiently clear. This includes a
revi sed definition of the SETCLI ENTID operation in Section 8.4,
whi ch replaces Section 16.33 in [ RFC7530].

For a nore conpl ete explanation of the choices nade in addressing
t hese issues, see [INFOMGR].

5. Cdient ldentity Definition
This section is a replacenment for Sections 9.1.1 and 9.1.2 in
[ RFC7530]. The replaced sections are naned "Client ID" and "Server
Rel ease of Client ID', respectively.
It supersedes the replaced sections.
5.1. Differences from Replaced Sections
Because of the need for greater attention to and careful description
of this area, this section is nuch |arger than the sections it
repl aces. The principal changes/additions made by this section are:
0o It corrects inconsistencies regarding the possible role or non-
role of the client IP address in construction of client ID
strings.
o It clearly addresses the need to maintain a non-volatile record

across reboots of client ID strings or any changeabl e val ues t hat
are used in their construction.
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5.

2.

It provides a nore conpl ete description of circunstances | eading
to clientid4 invalidity and the appropriate recovery actions.

It presents, as valid alternatives, two approaches to client ID
string construction (named "uniforn and "non-unifornm') and gives
sonme i npl enentation guidance to help i npl ementers choose one or
the other of these.

It adds a discussion of issues involved for clients in interacting
w th servers whose behavior is not consistent with use of uniform
client 1D strings.

It adds a description of how server behavior night be used by the
client to determ ne when nultiple server |P addresses correspond
to the sane server.

Cient ldentity Data Itens

The NFSv4 protocol contains a nunber of protocol entities to identify
clients and client-based entities for |ocking-rel ated purposes:

(0]

The nfs_client_id4 structure, which uniquely identifies a specific
client boot instance. That identification is presented to the
server by doing a SETCLIENTID operation. The SETCLI ENTI D
operation is described in Section 8.4, which nodifies a
description in Section 16.33 of [RFC7530].

The clientid4, which is returned by the server upon conpl etion of
a successful SETCLIENTID operation. This id is used by the client
to identify itself when doi ng subsequent | ocking-rel ated
operations. Aclientid4 is associated with a particular |ease
whereby a client instance holds state on a server instance and nmay
beconme invalid due to client reboot, server reboot, or other

ci rcunst ances.

Opaque arrays, which are used together with the clientid4 to
designate within-client entities (e.g., processes) as the owners
of opens (open-owners) and owners of byte-range |ocks (I ock-
owners) .
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5.2.1. dient ldentity Structure

The basis of the client identification infrastructure is encapsul at ed
in the followi ng data structure, which also appears in Section 9.1.1
of [ RFC7530]:

struct nfs client _id4 {

verifier4d verifier;

opaque i d<NFS4_OPAQUE LI M T>
b

The nfs client _id4 structure uniquely defines a particular client
boot instance as foll ows:

o The id field is a variable-length string that uniquely identifies
a specific client. Although it is described here as a string and
is often referred to as a "client string", it should be understood
that the protocol defines this as opaque data. |In particular
those receiving such an id should not assune that it will be in
the UTF-8 encoding. Servers MJST NOT reject an nfs_client _id4
sinply because the id string does not follow the rules of UTF-8
encodi ng.

The encodi ng and decodi ng processes for this field (e.g., use of
network byte order) need to result in the sane interna
representati on whatever the endianness of the originating and
recei vi ng machi nes.

o The verifier field contains a client boot instance identifier that
is used by the server to detect client reboots. Only if the boot
instance is different fromthat which the server has previously
recorded in connection with the client (as identified by the id
field) does the server cancel the client’s |eased state. This
cancel l ati on occurs once it receives confirnmation of the new
nfs_clientd4 via SETCLI ENTI D CONFI RM  The SETCLI ENTI D_CONFI RM
operation is described in Section 16.34 of [RFC7530].

In order to prevent the possibility of malicious destruction of

the | ocking state associated with a client, the server MJST NOT
cancel a client’s leased state if the principal that established
the state for a given id string is not the sane as the principa
i ssuing the SETCLI ENTI D.
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There are several considerations for how the client generates the id
string:

0 The string should be unique so that multiple clients do not
present the sanme string. The consequences of two clients
presenting the sane string range fromone client getting an error
to one client having its | eased state abruptly and unexpectedly
cancel ed.

0 The string should be selected so that subsequent incarnations
(e.g., reboots) of the sane client cause the client to present the
same string. The inplenenter is cautioned agai nst an approach
that requires the string to be recorded in a local file because
this precludes the use of the inplenmentation in an environnent
where there is no local disk and all file access is froman NFSv4
server.

0 The string MAY be different for each server network address that
the client accesses rather than common to all server network
addr esses.

The considerations that m ght influence a client to use different
strings for different network server addresses are explained in
Section 5. 4.

0o The algorithmfor generating the string should not assune that the
clients’ network addresses will remain the same for any set period
of time. Even while the client is still running in its current
i ncarnation, changes m ght occur between client incarnations.

Changes to the client ID string due to network address changes
woul d result in successive SETCLI ENTI D operations for the sane
client appearing as fromdifferent clients, interfering with the
use of the nfs client _id4 verifier field to cancel state

associ ated with previous boot instances of the sanme client.

The difficulty is nore severe if the client address is the only
client-based information in the client ID string. In such a case,
there is a real risk that after the client gives up the network
address, another client, using the same algorithm would generate
a conflicting id string. This would be likely to cause an

i nappropriate loss of locking state. See Section 5.9 for detailed
gui dance regarding client ID string construction
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5.2.2. dient ldentity Shorthand

Once a SETCLI ENTI D and SETCLI ENTI D_CONFI RM sequence has successful ly
conpl eted, the client uses the shorthand client identifier, of type
clientid4, instead of the |longer and | ess conpact nfs_client_id4
structure. This shorthand client identifier (a client ID) is
assigned by the server and should be chosen so that it will not
conflict with a client ID previously assigned by the same server and,
to the degree practicable, by other servers as well. This applies
across server restarts or reboots.

Establ i shnent of the client ID by a new incarnation of the client

al so has the effect of imediately breaking any | eased state that a
previous incarnation of the client m ght have had on the server, as
opposed to forcing the new client incarnation to wait for the | eases
to expire. Breaking the | ease state ampunts to the server renoving
all locks, share reservations, and del egation states not requested
usi ng the CLAI M DELEGATE PREV claimtype associated with a client
havi ng the same identity. For a discussion of delegation state
recovery, see Section 10.2.1 of [RFC7530].

Note that the SETCLIENTID and SETCLI ENTI D_CONFI RM oper ati ons have a
secondary purpose of establishing the information the server needs to
make cal | backs to the client for the purpose of supporting

del egations. The client is able to change this information via
SETCLI ENTI D and SETCLI ENTI D_CONFI RM wi t hi n t he sanme incarnation of
the client without causing renoval of the client’s | eased state.

Di stinct servers MAY assign clientid4s independently, and they wll
generally do so. Therefore, a client has to be prepared to deal with
mul tiple instances of the sane clientid4 value received on distinct

| P addresses, denoting separate entities. Wen trunking of server |IP
addresses is not a consideration, a client should keep track of

<I P-address, clientid4> pairs, so that each pair is distinct. For a
di scussion of how to address the issue in the face of possible
trunki ng of server |IP addresses, see Section 5. 4.

Owners of opens and owners of byte-range | ocks are separate entities
and remain separate even if the same opaque arrays are used to

desi gnate owners of each. The protocol distinguishes between open-
owners (represented by open_owner4 structures) and | ock-owners
(represented by | ock _owner4 structures).

Both sorts of owners consist of a clientid4 and an opaque owner
string. For each client, there is a set of distinct owner val ues
used with that client which constitutes the set of known owners of
that type, for the given client.

Noveck, et al. St andards Track [ Page 12]



RFC 7931 NFSv4.0 M gration Specification Update July 2016

Each open is associated with a specific open-owner while each byte-
range lock is associated with a | ock-owner and an open-owner, the

| atter being the open-owner associated with the open file under which
the LOCK operation was done.

When a clientid4 is presented to a server and that clientid4 is not
valid, the server will reject the request with an error that depends
on the reason for clientid4 invalidity. The error

NFS4ERR_ADM N_REVOKED i s returned when the invalidation is the result
of admi nistrative action. When the clientid4 is unrecognizable, the
error NFS4ERR STALE CLI ENTI D or NFS4ERR EXPI RED nay be returned. An
unrecogni zabl e clientid4 can occur for a nunber of reasons:

0 A server reboot causing |loss of the server’s know edge of the
client. (Always returns NFS4ERR _STALE CLIENTID.)

o Cient error sending an incorrect clientid4 or a valid clientid4
to the wong server. (May return either error.)

0 Loss of lease state due to | ease expiration. (A ways returns
NFS4ERR_EXPI RED. )

o Cient or server error causing the server to believe that the
client has rebooted (i.e., receiving a SETCLIENTID with an
nfs client _id4 that has a matching id string and a non-nmatchi ng
boot instance id as the verifier). (May return either error.)

0o Mgration of all state under the associated | ease causes its non-
exi stence to be recogni zed on the source server. (A ways returns
NFS4ERR_STALE_CLI ENTI D.)

0 Merger of state under the associated | ease with another |ease
under a different client ID causes the clientid4 serving as the
source of the nerge to cease being recognized on its server.
(Al'ways returns NFS4ERR STALE CLI ENTID.)

In the event of a server reboot, |oss of |ease state due to |ease
expiration, or administrative revocation of a clientid4, the client
nmust obtain a new clientid4 by use of the SETCLI ENTI D operation and
then proceed to any other necessary recovery for the server reboot
case (see Section 9.6.2 in [RFC7530]). In cases of server or client
error resulting in a clientid4 becom ng unusabl e, use of SETCLIENTID
to establish a new | ease is desirable as well

In cases in which | oss of server know edge of a clientid4 is the
result of migration, different recovery procedures are required. See
Section 6.1.1 for details. Note that in cases in which there is any
uncertainty about which sort of handling is applicable, the
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di stingui shing characteristic is that in reboot-like cases, the
clientid4 and all associated stateids cease to exist while in
mgration-related cases, the clientid4 ceases to exist while the
stateids are still valid.

The client nust also enploy the SETCLI ENTI D operation when it

recei ves an NFS4ERR STALE STATEID error using a stateid derived from
its current clientid4, since this indicates a situation, such as a
server reboot that has invalidated the existing clientid4 and

associ ated stateids (see Section 9.1.5 in [RFC7530] for details).

See the detail ed descriptions of SETCLIENTID (in Section 8.4) and
SETCLI ENTI D_CONFI RM (in Section 16.34 of [RFC7530]) for a conplete
specification of these operations.

5.3. Server Release of dient ID

If the server determines that the client holds no associated state
for its clientid4, the server may choose to rel ease that clientid4.
The server may make this choice for an inactive client so that
resources are not consuned by those internmittently active clients.

If the client contacts the server after this rel ease, the server nust
ensure the client receives the appropriate error so that it wll use
the SETCLI ENTI Y SETCLI ENTI D_CONFI RM sequence to establish a new
identity. It should be clear that the server nust be very hesitant
to release a client ID since the resulting work on the client to
recover fromsuch an event will be the sanme burden as if the server
had failed and restarted. Typically, a server would not rel ease a
client 1D unless there had been no activity fromthat client for many
nm nut es

Note that if the id string in a SETCLIENTID request is properly
constructed, and if the client takes care to use the sane principa
for each successive use of SETCLI ENTID, then, barring an active
deni al -of -service attack, NFS4ERR CLI D I NUSE shoul d never be
returned.

However, client bugs, server bugs, or perhaps a deliberate change of
the principal ower of the id string (such as may occur in the case
in which a client changes security flavors, and under the new fl avor,
there is no mapping to the previous owner) will in rare cases result
in NFS4ERR _CLI D_I NUSE.

In situations in which there is an apparent change of principal, when
the server gets a SETCLIENTID specifying a client 1D string for which
the server has a clientid4 that currently has no state, or for which
it has state, but where the | ease has expired, the server MIST all ow
the SETCLIENTID rather than returning NFS4ERR CLID I NUSE. The server
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MUST then confirmthe newclient IDif followed by the appropriate
SETCLI ENTI D_CONFI RM

5.4. dient ID String Approaches

One particul ar aspect of the construction of the nfs client _id4
string has proved recurrently troubl esone. The client has a choice
of :

0 Presenting the same id string to multiple server addresses. This
is referred to as the "uniformclient ID string approach” and is
di scussed in Section 5.6.

0 Presenting different id strings to nultiple server addresses.
This is referred to as the "non-uniformclient |ID string approach”
and is discussed in Section 5.5.

Note that inplenentation considerations, including conpatibility with
existing servers, may nake it desirable for a client to use both
approaches, based on configuration information, such as nount

options. This issue will be discussed in Section 5.7.

Construction of the client ID string has arisen as a difficult issue
because of the way in which the NFS protocols have evolved. It is
useful to consider two points in that evolution

0 NFSv3 as a stateless protocol had no need to identify the state
shared by a particular client-server pair (see [RFC1813]). Thus,
there was no need to consider the question of whether a set of
requests cone fromthe sane client or whether two server IP
addresses are connected to the same server. As the environnent
was one in which the user supplied the target server |IP address as
part of incorporating the renpote file systemin the client’s file
nanespace, there was no occasion to take note of server trunking.
Wthin a stateless protocol, the situation was symmetrical. The
client has no server identity information, and the server has no
client identity information.

0 NFSv4.1 is a stateful protocol with full support for client and
server identity determnation (see [ RFC5661]). This enables the
server to be aware when two requests cone fromthe sane client
(they are on sessions sharing a clientid4) and the client to be
aware when two server | P addresses are connected to the sane
server. Section 2.10.5.1 of [RFC5661] explains howthe client is
able to assure itself that the connections are to the sane |ogica
server.
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NFSv4.0 is unfortunately hal fway between these two. It introduced
new requi rements such as the need to identify specific clients and
client instances without addressing server identity issues. The two
client 1D string approaches have arisen in attenpts to deal with the
changi ng requirenments of the protocol as inplenentation has
proceeded, and features that were not very substantial in early

i mpl enent ati ons of NFSv4.0 becane nore substantial as inplenentation
pr oceeded.

0 In the absence of any inplenentation of features related to
fs locations (replication, referral, and mgration), the situation
is very sinmlar to that of NFSv3 (see Section 8.1 and the
subsections within Section 8.4 of [RFCr530] for discussion of
these features). In this case, |ocking state has been added, but
there is no need for concern about the provision of accurate
client and server identity determination. This is the situation
that gave rise to the non-uniformclient 1D string approach

0 In the presence of replication and referrals, the client nmay have
occasion to take advantage of know edge of server trunking
informati on. Even nore inportant, transparent state mgration, by
transferring state anong servers, causes difficulties for the non-
uniformclient ID string approach, in that the two different
client ID strings sent to different I P addresses nmay wi nd up being
processed by the sane |ogical server, adding confusion

o A further consideration is that client inplenmentations typically
provi de NFSv4.1 by augnenting their existing NFSv4.0
i npl enent ati on, not by providing two separate inplenentations.
Thus, the nore NFSv4.0 and NFSv4.1 can work alike, the |ess
complex the clients are. This is a key reason why those
i mpl ementing NFSv4.0 clients nmight prefer using the uniformclient
string nodel, even if they have chosen not to provide
fs locations-related features in their NFSv4.0 client.

Bot h approaches have to deal with the asymmetry in client and server
identity information between client and server. Each seeks to neke
the client’s and the server’'s views match. |In the process, each
encounters sonme conbi nation of inelegant protocol features and/or

i mpl ementation difficulties. The choice of which to use is up to the
client inplenenter, and t